
Repairing ℰℒ⊥ Ontologies using Debugging,
Weakening and Completing (Extended Abstract)
Ying Li1, Patrick Lambrix1

1Linköping University and The Swedish e-Science Research Centre, Linköping, Sweden

Abstract
The quality of ontologies in terms of their correctness and completeness is crucial for developing high-
quality ontology-based applications. Traditional debugging techniques repair ontologies by removing
unwanted axioms, but may thereby remove consequences that are correct in the domain of the ontology.
In this paper we propose an interactive approach to mitigate this for ℰℒ⊥ ontologies by combining
debugging with axiom weakening and completing. We show different combination strategies, discuss
the influence on the final ontologies and show experimental results. We show that there is a trade-off
between the amount of validation work for a domain expert and the quality of the ontology in terms of
correctness and completeness.
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1. Introduction

Debugging ontologies aims to remove unwanted knowledge in the ontology. This can be
knowledge that leads to logical problems such as inconsistency or incoherence (semantic
defects) or statements that are not correct in the domain of the ontology (modeling defects)
(e.g., [1]). The workflow consists of several steps including the detection and localization of the
defects and the repairing. In the classical approaches for debugging the end result is a set of
axioms to remove from the ontology that is obtained after detection and localization, and the
repairing consists solely of removing the suggested axioms. However, first, these approaches
are usually purely logic-based and therefore may remove correct axioms (e.g., [2]). Therefore,
it is argued that a domain expert should validate the results of such systems. Furthermore,
removing an axiom may remove more knowledge than necessary. Correct knowledge that is
derivable with the help of the wrong axioms may not be derivable in the new ontology. In this
paper we mitigate these effects of removing wrong axioms by, in addition to removing those
axioms, also adding correct knowledge. Two approaches could be used. A first approach is
to replace a wrong axiom with a weakened version of the axiom (e.g., [3, 4, 5, 6]). Another
approach is to complete an ontology (e.g., [7]) which adds previously unknown correct axioms
that allow to derive existing axioms, and that could be used on the results of weakening.
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In [8] we proposed a framework for repairing ℰℒ ontologies, where, given a set of wrong
asserted axioms, these axioms are removed but the effects of removing are mitigated by using
weakening and completing to add (back) correct knowledge. That work is the first that combines
these operations and it was shown that combining these in different ways has an influence on the
amount of validation work by a domain expert and the completeness of the final ontology. It was
also shown that earlier work on weakening only considered one of the possible combinations.
In this extended abstract of [9], we extend the framework to include full debugging. In this case
a set of (not necessarily asserted) wrong axioms is given and in the final repaired ontology these
should not be derivable. The weakening and completing mitigate the effect of removing axioms.
While the approach is general, our experiments and proofs are currently for ℰℒ⊥ ontologies.

2. Preliminaries

Problem formulation. Assume that the ontology to be repaired is represented by a TBox 𝒯 ,
the axioms to be removed are collected in set 𝑊 and a domain expert (or a team of experts) is
represented by oracle 𝑂𝑟. Then the repairing problem can be formulated as follows.

Definition 1. (Repair)1 Let 𝒯 be a TBox. Let 𝑂𝑟 be an oracle that given a TBox axiom returns
true or false. Let 𝑊 be a finite set of TBox axioms in 𝒯 such that ∀ 𝜓 ∈𝑊 : 𝑂𝑟(𝜓) = false.

Then, a repair for Debug-Problem DP(𝒯 , 𝑂𝑟,𝑊 ) is a tuple (𝐴, 𝐷) where 𝐴 and 𝐷 are a finite
sets of TBox axioms such that (i) ∀ 𝜓 ∈ 𝐴: 𝑂𝑟(𝜓) = true; (ii) 𝐷 is a finite set of asserted axioms in
𝒯 ; (iii) ∀ 𝜓 ∈ 𝐷: 𝑂𝑟(𝜓) = false; (iv) ∀ 𝜓 ∈𝑊 : (𝒯 ∪𝐴) ∖𝐷 ̸|= 𝜓

Further, our aim is to find repairs that remove as much wrong knowledge and add as much
correct knowledge to our ontology as possible. Therefore, we use the preference relations less
incorrect and more complete between ontologies that formalize these intuitions [10].

Definition 2. Let 𝒪1 and 𝒪2 be two ontologies represented by TBoxes 𝒯1 and 𝒯2 respectively.
Then, 𝒪1 is less incorrect than 𝒪2 iff (∀𝜓 : (𝒯1 |= 𝜓 ∧ 𝑂𝑟(𝜓) = 𝑓𝑎𝑙𝑠𝑒) → 𝒯2 |= 𝜓)) ∧
(∃𝜓 : 𝑂𝑟(𝜓) = 𝑓𝑎𝑙𝑠𝑒 ∧ 𝒯1 ̸|= 𝜓 ∧ 𝒯2 |= 𝜓). Further, 𝒪1 is more complete than 𝒪2 iff
(∀𝜓 : (𝒯2 |= 𝜓 ∧ 𝑂𝑟(𝜓) = 𝑡𝑟𝑢𝑒) → 𝒯1 |= 𝜓)) ∧ (∃𝜓 : 𝑂𝑟(𝜓) = 𝑡𝑟𝑢𝑒 ∧ 𝒯1 |= 𝜓 ∧ 𝒯2 ̸|= 𝜓).

Basic operations. Given a set of wrong axioms 𝑊 , debugging aims to find a set of wrong
asserted axioms 𝐷 that when the axioms are removed from the ontologies, the axioms in 𝑊 can
not be derived anymore. Many approaches have been proposed (e.g., [11, 12, 13, 14, 1, 15, 16, 17,
18, 19, 20, 21, 22, 23, 24]). A basic approach is based on the computation of justifications for the
wrong axioms and then computing a Hitting set over the justifications, where a justification
for axiom 𝜓 in 𝒯 is a set of axioms 𝒯 ′ ⊆ 𝒯 if 𝒯 ′ |= 𝜓 and ∀𝒯 ′′ ⊊ 𝒯 ′ : 𝒯 ′′ ̸|= 𝜓. In this paper
we call Removing the operation of deleting an asserted axiom from the TBox. Given an axiom,
weakening aims to find other axioms that are weaker than the given axiom, i.e., the given axiom
logically implies the other axioms. For the repairing this means that a wrong axiom 𝛼 ⊑ 𝛽
can be replaced by a correct weaker axiom 𝑠𝑏 ⊑ 𝑠𝑝 such that 𝑠𝑏 is a sub-concept of 𝛼 and 𝑠𝑝

1This is a simplified version of the definition of repair in [10] where, in addition to a set of wrong axioms to remove,
also a set of correct axioms to add is given.



Figure 1: Weakening and Completing

is a super-concept of 𝛽, thereby mitigating the effect of removing the wrong axiom (Fig. 1).2

Completing aims to find correct axioms that are not derivable from the ontology yet and that
would make a given axiom derivable. For a given axiom 𝛼 ⊑ 𝛽, it finds correct axioms 𝑠𝑝 ⊑ 𝑠𝑏
such that 𝑠𝑝 is a super-concept of 𝛼 and 𝑠𝑏 is a sub-concept of 𝛽 (Fig. 1). This means that if 𝑠𝑝
⊑ 𝑠𝑏 is added to 𝒯 , then 𝛼 ⊑ 𝛽 would be derivable. Note that weakening and completing are
dual operations where the former finds weaker axioms and the latter stronger axioms.

3. Combination strategies

Removing, weakening and completing. In [8] we introduced different ways to combine
removing (R), weakening (W) and completing (C). These different ways take into account the
different choices that can be made in terms of, e.g., whether axioms are dealt with one at a
time or all at once (one, all), whether wrong axioms can be used to find solutions (AB-none,
AB-one, AB-all) and when the TBox is updated (U-now, U-end_one, U-end_all). The different
combinations were classified in Hasse diagrams (Fig. 2(a-c)) where combinations higher up
in the diagram lead to more validation work for the domain expert, but also more complete
ontologies, which is the aim of weakening and completing.

(a) Removing (b) Weakening (c) Completing (d) Debugging

Figure 2: Hasse diagrams (a-c from [8]). (a) remove and add back wrong axioms; (b) weakening
and update; (c) completing and update; (d) selecting and debugging

Adding debugging. During debugging justifications are generated. There are different
choices to be made regarding generating the justifications of all wrong axioms at once or one
at a time, validating all the axioms in the justifications or just a valid Hitting set, and when to
validate. Therefore, we introduce different combination operators. S-one and S-all represent the
2Different ranges can be used for 𝑠𝑏 and 𝑠𝑝, e.g., concept names in the TBox or restricted concept definitions.



Figure 3: Mini-GALEN. The domain expert’s
knowledge about the subsumption
axioms is marked with T (true) or F
(false).

D-v-all D-v-one (1) D-v-one (2) D-v-one (3)
Asserted IPr ⊑ GPr IPr ⊑ GPr PPr ⊑ IPr IPr ⊑ GPr
Wrong PPr ⊑ IPr PPr ⊑ IPr PPr ⊑ GPr PPr ⊑ GPr
Axioms PPr ⊑ GPr PPr ⊑ GPr E ⊑ PPr E ⊑ PPr

E ⊑ PPr

Table 1: Debugging for Mini-GALEN. Concept names
from Fig 3 are abbreviated. 𝑊 = { PPr ⊑ GPr,
E ⊑ GPr }. For D-v-one there are different solu-
tions based on the chosen Hitting set.

choice to calculate the justifications for one wrong axiom at the time or for all at once. The
operations with name starting with D concern choices regarding using the justifications to
generate asserted wrong axioms to remove from the ontology. The one/all choice concerns
whether to validate one Hitting set or all axioms in the justifications. The validation of these
axioms can be done during (such that we always have a Hitting set with wrong asserted axioms)
or after (which may lead to not repairing) the generation of the Hitting set, represented by the
order of v (for validation) and one (while for the all the order does not matter).

Also these combinations can be represented in a Hasse diagram (Fig. 2(d))3. Combinations
higher up in the diagram lead to more validation work for the domain expert, but also to
less incorrect ontologies, which is the aim of debugging. The Hasse diagrams can be used to
compare different combination strategies. For instance, assume two algorithms that perform the
same weakening and completing operations, but the first uses S-all,D-v-all and the second uses
S-one,D-v-one, then by using the Hasse diagram in Fig. 2(d), we know that the ontology repaired
by the first algorithm is less incorrect than the ontology repaired by the second algorithm.

4. Experiments

In order to compare the use of the different combinations of strategies, we run experiments on
several ontologies as in [8]: Mini-GALEN, PACO, NCI, OFSMR, EKAW and Pizza ontology. We
introduced new axioms in the ontologies by replacing existing axioms with axioms where the
left-hand or right-hand side concepts of the existing axioms were changed. Further, we also
flagged axioms as wrong in our full experiment set (e.g., in PACO).

As an example of the influence of different strategies, we show in Table 1 how the choice of
selecting wrong axioms, when to compute Hitting sets and when to validate axioms, influences
which asserted axioms are retained for weakening and completing. For more examples and full
experimental results including weakening and completing, we refer to [9].
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