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Abstract

Alternative investment funds have high strategic value but high uncertainty associated with them because they are relatively
new and difficult to monitor using traditional approaches. In addition, being such specialized products there is little
public information. The main objective of the AllnFunds project is to use Natural Language Processing and Semantic Web
technologies to extract information about alternative assets and apply entity extraction techniques and sentiment and emotion
analysis to measure social perception towards these alternative assets. AllnFunds is being developed by the TECNOMOD
group of the University of Murcia and is financed by the Spanish National Research Agency and by the European Union
NextGenerationEU/PRTR through the Prueba de Concepto 2021 projects.
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1. Introduction and main objective

This project is funded by the Prueba de Concepto 2021
call' and is based on a previous project KBS4FIA [1],
whose objective was the development of Natural Lan-
guage Processing and knowledge extraction technologies
within the financial domain to enable a better manage-
ment of unstructured information for decision-making
within this domain. Knowledge extraction technologies
based on Spanish texts were developed including named
entity recognition, text classification, semantic annota-
tion and ontology population. Deep-learning technolo-
gies were also developed to process subjective language
in Spanish, which involved sentiment analysis in differ-
ent domains, including the financial domain. In addition,
technologies for the efficient extraction of information
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from news and social networks were also implemented
and a large number of financial corpora were collected,
which were only partially annotated.

Alternative investment funds have a high strategic
value and have become fashionable in this sector. Some
examples of these assets are venture capital and certain
physical assets such as infrastructure or real estate. One
of the reasons for the success of alternative assets is that
the foreseeable future of traditional investment options is
worse, which is why investors have opted for assets with
higher return expectations, although riskier. However,
for the efficient use of these assets certain challenges
should be considered. First, since they have not been
used traditionally, investors are not familiar with the
risks involved. Second, these assets require a high degree
of specialization, as well as extensive knowledge of the
existing legislation on them. Third, these assets are of-
ten illiquid, which makes it difficult both to determine
their market price and sell them quickly. Fourth, they
require a long-term investment, which, in some cases,
can be as long as 10 to 15 years. Additionally, these assets
have high management costs, including higher fees than
traditional assets, which may also put off some poten-
tial investors. Finally, these assets raise doubts among
investors who are wary due to the little historical and
analytical information available. The scarce number of
people interested in investing in such specialized prod-
ucts has caused a relative lack of information, which, to
top it all off, is often not made public. In fact, in Spain
there are very few companies dedicated to managing or
advising on this type of assets.
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To assess the opinion and experience of Spanish in-
vestors with alternative assets, AFI Trust conducted a
survey among a group of entities with different profiles
and investment objectives: (1) insurance companies and
pension funds, (2) banks private, (3) foundations or asso-
ciations, and (4) non-financial corporations. The report
[2] highlights liquidity restrictions and the difficulty of
analysis among the main obstacles when it comes to
investing in this type of assets. Due to the motivation
described above, this project consists in the creation of a
platform that allows investors to create a series of alterna-
tive assets and facilitates the monitoring of information
found in documents on the Internet, as well as in publi-
cations on social networks or specialized news. In this
way, we aim to fill the non-specialized knowledge gap
that currently exists about alternative assets.

We intend to use Natural Language Processing tech-
nologies to, first, identify concepts related to these assets
and, second, apply sentiment analysis techniques focused
on measuring people’s perception of these issues. This
will be available through a customizable control panel
that will allow to filter information geographically using
time intervals. At a technological level, this platform is
integrating the solutions developed during the execution
of the KBS4FIA project, which are being optimized to
be efficient and scalable through their implementation
on a real salable platform. In addition, a microservices
architecture is being built to commercialize the platform
and be able to integrate and adapt these technologies to
software development companies.

2. Project status

The AllnFunds project has the following specific objec-
tives: (OB1) Development and annotation of linguistic
resources in the alternative investment funds domain,
(OB2) Development and optimization of deep learning-
based models for conceptual aspect modelling and emo-
tion analysis in the alternative investment funds domain,
(OB3) Integration and optimization of modules in a global
platform, (OB4) Deployment of the global platform in a
Software-as-a-Service commercial and scalable environ-
ment, and (OB5) Customization and validation of the
global platform in various scenarios.

This project was scheduled in 24 months starting the
1st of December 2021 and was divided into two man-
agement and five development work packages. The five
development-related work packages are described next.
The first work package consists of compiling and anno-
tating linguistic resources in the domain of alternative
investment funds. Here, different resources and lexicons
from the financial domain, including news corpus, social
networks and domain ontologies, are being compiled for
the semantic exploitation of the results. The compiled

data is being recorded in different categories to be able to
carry out different studies, such as feelings or emotions.
Tools such as web crawlers and the UMUCorpusClassifier
[3] are being used for the compilation and annotation
processes. The second work package consists of training
and optimizing deep learning-based models for concep-
tual aspect modeling and emotion analysis in the domain
of alternative investment funds. The last two work pack-
ages consist of the development of a global platform for
the monitoring of alternative assets based on a microser-
vices architecture. The final work package is concerning
the customization and validation of the global platform
in two scenarios related to alternative investment funds.

Some of the most important milestones reached so far
in the project are described next.

2.1. FINA

One of the objectives of this project is the development
of a language model, namely FINA, focused on the do-
main of economics and finances. To do this, we trained
a model based on the RoBERTa [4] architecture with a
corpus compiled from 5 gigabytes of financial news. To
compile the corpus we used the Spatie crawler’. We se-
lected more than 100 newspapers with financial content.
Some examples of these newspapers are: Expansion®, In-
vertia*, ABC ° or ModaEs®. It is worth noting that not all
newspapers are from Spain. Some of them are from other
Spanish-spearking countries such as Diario Financiero’
from Chile, or El Financiero® from Mexico. As not all the
newspapers are focused solely on providing financial in-
formation, the news were extracted by applying different
filters. The first filter was based on regular expressions
within the news URLs. Thus, it was possible to focus
on news items that were located within sections such
as /finanzas/ or /economia/ of the processed web
portals. The second filter was based on CSS rules, so
that we could keep the relevant content, discarding from
the HTML code advertisements, links to related news or
unrelated content.

The HTML tags were removed from the compiled news
items, which were then converted into Markdown format.
We chose this format because we wanted to keep the basic
structural elements of each news item, such as headlines
or sections. The next step was cleaning the corpus. To
do this, a script was developed that removes irrelevant
data from the news items (e.g., dates or information from
the authors who have written the journalistic piece).

%https://github.com/spatie/crawler
®https://www.expansion.com
*https://www.elespanol.com/invertia
*https://www.abc.es
®https://www.modaes.com/
"https://www.df.cl/
8https://www.elfinanciero.com.mx/
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Table 1
Example of the FinancES 2023 dataset

Text MET S.MET S.Companies S. Society
Acuerdos comerciales, sinénimo de oportu-  Acuerdos comerciales POS POS POS
nidades para Republica Dominicana

EDP Renovaveis vende unos activos eodlicosen ~ EDP Renovaveis POS POS NEU
Portugal a China Three Gorges por 242 millones

El petrdleo avista los 82 délares: la demanda  Petréleo POS NEG NEG

gana a la normalidad en Kazajistan y Libia

We are currently training two configurations based on
RoBERTa. The first model has 12 attention heads and 12
hidden layers. The second model also has 12 attention
heads, but only 6 hidden layers. The tokenizer model
is Byte-Level BPE with the following parameters: a
maximum of 512 tokens, a vocabulary size of 52,262 (the
RoBERTa default), and a minimum frequency of 2. The
dataset is processed paragraph by paragraph, that is, we
extract multiple texts from each news. Finally, it is worth
mentioning that the model is trained with the Masked
Language Modeling task, with a probability of 15% and
for 5 epochs.

To validate the suitability of the model and its applica-
bility to different tasks, we are testing its performance
on a sentiment analysis task with a financial corpus. We
are comparing the results with more general Spanish pre-
trained models (e.g., BETO [5], MarIA [6], BERTIN [7])
and other multilingual models.

2.2. Sentiment analysis and evaluation of
language models

In [8] we explore the impact of combining different fea-
ture sets for sentiment analysis in financial texts in Span-
ish. To do this, we compiled a corpus of 15,915 tweets and
annotated them as either positive, negative, or neutral.
Then, features based on word embeddings were evalu-
ated along with linguistic features [9]. These features
were evaluated both individually and combined using en-
semble learning and knowledge integration. The ensem-
ble learning strategy consists into generate a new output
based on the outputs of the rest of the models. For this, we
evaluate the mode of the predictions, averaging probabili-
ties, selecting the label with the highest probability along
all the models and a weighted mode based on custom vali-
dation results. The second evaluated strategy, knowledge
integration, is the retrain of a new multi-input neural
network model that combines all the feature sets and
outpus a unique result. The best approach achieved an
F1 of 73.15880%, combining the features evaluated using
the knowledge integration strategy. The non-contextual
word and sentence embeddings considered in our study
are as follows: GloVe [10], Word2Vec [11] and fastText

[12]. Also different pre-trained transformer-based mod-
els were evaluated, namely, (i) BETO [5], (ii) ALBETO
and (iii) DistillBETO, which are light variants of BETO
[13], (iv) MarlIA [6] and (v) Bertin [14], both based on the
RoBERTa architecture, and (vi) multilingual BERT [15]
and (vii) XLM [14], two multilingual models.

2.3. Targeted Sentiment Analysis

Another of the tasks involved in this project is the de-
velopment of a targeted sentiment analysis approach in
the financial domain. To do this, we compiled a corpus
with close to 80,000 texts, coming from social networks
and news headlines. The idea behind this targeted clas-
sification method is to predict the sentiment polarities
of different targets in the same text. In classic sentiment
analysis system, only the sentiment towards the main
entity or topic is calculated. In this approach, however,
the model is trained to obtain the sentiments towards
three types of entities: (1) towards the main economic
target (MET), (2) towards other companies, and (3) to-
wards society in general. In addition, this model is also
capable of recognizing the entity (i.e., the MET) using
a sequence classification model, in the style of Named
Entity Recognition.

For the purposes of this experiment, in the first place,
a subset of the corpus of news and tweets was selected
and the MET and sentiment towards these three entities
(i.e., the MET, other companies, and society in general)
were manually annotated. Then, different classifiers were
trained evaluating various language models, both specific
to Spanish and multilingual. The results of this study can
be found at [16].

Another contribution in this field is the organization of
the FinancES 2023 [17] shared-task, which is held within
the IberLEF 2023 workshop. This shared task uses a
subset of the compiled corpora and proposes two tasks
to the participants. On the one hand, to identify the
main entity that appears in the text and its sentiment
and, on the other hand, the sentiments towards other
companies and society as a whole. The FinancES 2023
dataset contains 6359 documents for training and 1621
documents for testing. Table 1 contains some examples



of the dataset, the MET and the sentiments towards this
target (S. MET), other companies (S. Companies), and
society (S. Society). This competition is hosted in the
Codalab platform’.

In order to facilitate the participation we have allowed
the participants to send their results for both subtasks
independently. Besides, we prepared two notebooks to
show to the participants how to train a baseline model
based on TF-IDF features trained with logistic regression
for the sentiment polarity detection task, and a model
based on Spacy [18] for detecting the MET. These note-
books also contain instructions about how to prepare the
submission files required to participate in the competi-
tion.

At the end of the evaluation stage, a total of 10 teams
have participated, achieving competitive results in both
subtasks.

3. Further work

As future work, we are working on developing a global
platform in a commercial environment with the aim to
deliver the functionality through a Software-as-a-Service
model. Once developed, we will validate it based on com-
mon use cases to assess its usefulness in real scenarios.
One major line of improvement is to incorporate open-
data sources to the platform. As these data are usually
available through different APIs, we are exploring the
reliability of using code generation tools based on LLMs
models to automate this process [19].

Once we finish with the evaluation of the FINA model
in several NLP tasks, we will release two versions (a large
one with 12 hidden layers and a lightweight one with
only 6 hidden layers) for the research community and
industry in Huggingface'® together with a manuscript
with the details of its compilation and the analysis and
benchmark of this model applied to the different NLP
tasks.

Concerning the organization of shared tasks, next year
we will focus on NLP tasks dealing with financial data
in Spanish. However, we want to incorporate texts that
include comments and opinions from blogs in order to
introduce a more informal speech and the presence of
figurative language [20].
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