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Abstract
Providing high quality explanations for AI predictions based on machine learning is a challenging and complex task. To
work well it requires, among other factors: selecting a proper level of generality/specificity of the explanation; considering
assumptions about the familiarity of the explanation beneficiary with the AI task under consideration; referring to specific
elements that have contributed to the decision; making use of additional knowledge (e.g. expert evidence) which might not be
part of the prediction process; and providing evidence supporting negative hypothesis. Finally, the system needs to formulate
the explanation in a clearly interpretable, and possibly convincing, way. Given these considerations, ANTIDOTE fosters an
integrated vision of explainable AI, where low-level characteristics of the deep learning process are combined with higher
level schemes proper of the human argumentation capacity. ANTIDOTE will exploit cross-disciplinary competences in deep
learning and argumentation to support a broader and innovative view of explainable AI, where the need for high-quality
explanations for clinical cases deliberation is critical. As a first result of the project, we publish the Antidote CasiMedicos
dataset to facilitate research on explainable AI in general, and argumentation in the medical domain in particular.
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1. Introduction
ANTIDOTE1 is a European CHIST-ERA project where
each partner is funded by their national Science Agencies.
As the Spanish partner in the Consortium is the HiTZ
Center - Ixa, from the University of the Basque Coun-
try UPV/EHU, the project was funded by the Proyectos
de Colaboración Internacional (PCI 2020) program of the
Spanish Ministry of Science and Innovation. The other
European partners are the following: Université Côte
d’Azur (UCA) from France and coordinators of the in-
ternational consortium, Fondazione Bruno Kessler (FBK)
from Italy, KU Leuven/Computer Science, in Belgium and
Universidade Nova de Lisboa (NOVA) in Portugal.

The aim of ANTIDOTE is to exploit cross-disciplinary
competences in three areas, namely, deep learning, ar-
gumentation and interactivity, to support a broader and
innovative view of explainable AI.

Providing high quality explanations for AI predictions
based on machine learning is a challenging and complex
task. To work well it requires, among other aspects: (i)
selecting a proper level of generality/specificity of the
explanation, (ii) considering assumptions about the fa-
miliarity of the explanation beneficiary with the AI task
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under consideration, (iii) referring to specific elements
that have contributed to the decision, (iv) making use of
additional knowledge (e.g. metadata) which might not be
part of the prediction process, (v) selecting appropriate
examples and, (vi) providing evidence supporting nega-
tive hypotheses. Finally, the system needs to formulate
the explanation in a clearly interpretable, and possibly
convincing, way.

Taking into account these considerations, ANTIDOTE
fosters an integrated vision of Explainable AI (XAI),
where the low-level characteristics of the deep learning
process are combined with higher level schemes proper
of human argumentation. Following this, the ANTIDOTE
integrated vision is supported by three considerations.
First, in neural architectures the correlation between in-
ternal states of the network (e.g., weights assumed by
single nodes) and the justification of the network classifi-
cation outcome is not well studied. Second, high quality
explanations are crucially based on argumentation mech-
anisms (e.g., provide supporting examples and rejected
alternatives). Finally, in real settings, providing explana-
tions is inherently an interactive process involving the
system and the user.

Thus, ANTIDOTE will exploit cross-disciplinary com-
petences in three areas, namely, deep learning, argumen-
tation and interactivity, to support a broader and inno-
vative view of explainable AI. There are several research
challenges that ANTIDOTE will address to advance the
state-of-the-art in explainable AI.

The first challenge is to take advantage of the huge

mailto:rodrigo.agerri@ehu.eus
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org
https://univ-cotedazur.eu/antidote


Figure 1: ANTIDOTE use-case scenario.

body of past research on argumentation to complement
state-of-the-art approaches on explainability. In addition,
the recent resurgence of AI highlights the idea that low-
level system behavior not only needs to be interpretable
(e.g., showing those elements that most contributed to the
system decision), but that also needs to be joined by high
level human argumentation schemes. The second chal-
lenge is to automatically learn explanatory argumenta-
tion schemas in Natural Language (NL) and to effectively
combine evidence-based decision making with high level
explanations. The third challenge for ANTIDOTE is that
a task-specific prediction model and a general argumenta-
tion model need to be combined to produce explanatory
argumentations.

While neural networks for medical diagnosis have be-
come exceedingly accurate in many areas, their ability
to explain how they achieve their outcome remains prob-
lematic. Herein lies the main novelty of the ANTIDOTE
project: it focuses on elaborating argumentative explana-
tions to diagnosis predictions in order to assist student
clinicians to learn making informed decisions.

The explanatory argumentative scenario envisaged by
ANTIDOTE will involve a student clinician, who will
need to hypothesize about the clinical case of a patient
and will have to provide argumentative explanations
about them. The focus of the experimental setting is
set on the capacity of the ANTIDOTE Explanatory AI
system to provide correct predictions and consistent ar-
guments, without forgetting also the linguistic quality of
the dialogues (e.g., naturalness of the utterances, etc.).

In our scenario depicted in Figure 1, the clinician
queries the ANTIDOTE XAI for explanations (arguments)
on its diagnosis of the clinical case. The ANTIDOTE XAI
provides hypotheses (differential diagnosis) about the
clinical case, as well as arguments to support its predic-
tion and arguments discarding alternative predictions.

The student clinician has the possibility to take the ini-
tiative to ask additional questions and clarifications. The
goal of the explanatory argumentation in a differential
diagnosis is to validate the correctness of the diagno-
sis and the ANTIDOTE XAI capacity to argue in favour
of the correct hypothesis and to counter-argue against
alternative hypotheses.

2. Related Work
In this section we review the most relevant previous work
focusing on argumentation and explainable AI for the
medical domain.

2.1. Argumentation mining and
generation

Argumentation mining is a research area that moves be-
tween natural language processing, argumentation the-
ory and information retrieval. The aim of argumentation
mining is to automatically detect the argumentation of
a document and its structure. This implies the detec-
tion of all the arguments involved in the argumentation
process, their individual or local structure (rhetorical or
argumentative relationships between their propositions),
and the interactions between them, namely, the global
argumentation structure.

Argumentation mining in Natural Language Process-
ing has been applied to various domains such as per-
suasive essays, legal documents, political debates and
social media data [1]. For instance, Stab and Gurevych
[2] built an annotated dataset of persuasive essays with
corresponding argument components and relations. Us-
ing this corpus, Eger et al. [3] developed an end-to-end
neural method for argument structure identification. Fur-
thermore, Nguyen and Litman [4] also applied an end-
to-end method to parse argument structure and used the
argument structure features to improve automated per-
suasive essay scoring. Other approaches studied context-
dependent claim detection by collecting annotations for
Wikipedia articles [5]. Using this corpus, the task of
automatically identifying the corresponding pieces of
evidence given a claim has also been investigated [6].

Argumentation generation remains a research area
in which there is still a long way to go. Recent work
has made progress towards this goal through the au-
tomated generation of argumentative text [7, 8, 9, 10].
Thus, Alshomary et al. [11] proposed a Bayesian argu-
ment generation system to generate arguments given the
corresponding argumentation strategies. Sato et al. [9]
presented a sentence-retrieval-based end-to-end argu-
ment generation system that can participate in English
debating games.



Figure 2: Explainable AI with Human in the Loop.

There have also been some works exploring counter-
argument generation to select the main talking points to
generate a counter-argument [12]. In this line of research,
Hidey and McKeown [13] proposed a neural model that
edited the original claim semantically to produce a claim
with an opposing stance. They also incorporated external
knowledge into the encoder-decoder architecture show-
ing that their model generated arguments that were more
likely to be on topic.

Finally, an autonomous debating system (Project De-
bater) able to engage in competitive debates with humans
was developed. The system consisted of a pipeline of four
main modules: argument mining, an argument knowl-
edge base, argument rebuttal, and debate construction
[14].

2.2. Explainable AI
Explainable artificial intelligence (XAI) aims to address
the needs of users wanting to understand how a pro-
gram’s artificial intelligence works and how to evaluate
the results obtained. Otherwise, there is no basis for real
confidence in the work of the AI system, as illustrated
by Figure 22 The transparency offered by explainable
AI is therefore essential for the acceptance of artificial
intelligence.

There has been a surge of interest in explainable artifi-
cial intelligence (XAI) in recent years. This has produced
a myriad of algorithmic and mathematical methods to
explain the inner workings of machine learning models
[15]. However, despite their mathematical rigor, these
works suffer from a lack of usability and practical in-
terpretability for real users. Although the concepts of
interpretability and explainability are hard to rigorously
define, multiple attempts have been made towards that
goal [16, 17].

2Source from DARPA XAI program: https://www.darpa.mil/
program/explainable-artificial-intelligence

Adadi and Berranda [18] presented an extensive lit-
erature review, collecting and analyzing 381 different
scientific papers between 2004 and 2018. They arranged
all of the scientific work in the field of explainable AI
along four main axes and stressed the need for more for-
malism to be introduced in the field of XAI and for more
interaction between humans and machines.

In a more recent study [19] introduced a different
type of arrangement that initially distinguishes trans-
parent and post-hoc methods and subsequently created
sub-categories.

Taking into account argumentation principles, AN-
TIDOTE will explain machine decisions based on four
modes of explanations to be auditable by humans: (i)
analytic statements in NL that describe the elements and
context that support a choice, (ii) visualizations that high-
light portions of the raw data that support a choice, (iii)
cases that invoke specific examples, and (iv) rejections
of alternative choices that argue against less preferred
answers based on analytics, cases, and data.

3. Methology and Work Plan
The main scientific challenge for the project is the com-
bination of three models depicted in Figure 1: (1) The
Prediction Model has to predict appropriate International
Classification of Diseases (ICD) codes given a clinical
case; (2) the Argumentative Model selects proper argu-
ments (i.e., entity and relations) to support or attack a
given topic. It may use both information included in the
clinical cases used by the prediction model and additional
sources of knowledge; (3) the Interaction Model provides
argumentative explanations about a certain prediction.
An integrated approach is proposed to both predict the
outcome of a clinical course of action and justify a medi-
cal diagnosis by a language model. A starting point will
be using current large language models [20] to generate
appropriate explanations guided by the activated view on
a textual snippet that contributed to the decision, namely,
the argument for the decision.

3.1. Work Plan
The Work Plan is structured in six Work Packages of
which three are focused on the scientific contributions
of the project.

WP2: Methodology and Design (Leader: FBK). Partic-
ipants: UCA, UPV/EHU, KU, NOVA. The pur-
pose of WP2 is to define, adapt and integrate the
modules, resources, data structures, data formats
and module APIs of the ANTIDOTE architecture.
This includes designing the experiments, datasets,
standard protocols, information flow and main
architecture of ANTIDOTE.
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WP3: Machine Learning (ML) for predicting clinical
outcomes (Leader: KU). Participants: UPV/EHU,
FBK, UCA, NOVA. WP3 targets (1) the develop-
ment of a multitask learning model to jointly pre-
dict and justify a medical diagnosis by a deep
learning model; (2) surfacing and making explicit
the underlying aspects (identification of the most
relevant/informative terms, identification of re-
lations among terms) driving neural network de-
cisions during the diagnosis prediction process;
(3) retrieve external information to support the
explanation.

WP4: Explanatory arguments in natural language
(Leader: UCA). Participants: UPV/EHU, FBK,
UCA, NOVA. WP4 relies on the textual arguments
that form the basis for the decisions generated in
WP3. WP4 targets (1) the definition and analy-
sis of explanatory argumentative patterns to be
used to construct natural language explanatory
arguments of predictions; (2) the creation of a re-
source of annotated natural language explanatory
arguments; (3) the development of explanatory
arguments in natural language by mining and
collecting them from trusted textual resources in
the medical domain.

WP5: Evaluation (use cases in healthcare) (Leader:
UPV/EHU). Participants: KU, UCA, FBK, NOVA.
WP5 aims to (1) evaluate the effectiveness and
quality of the prediction and the plausible alterna-
tives (2) the quality of the generated explanatory
arguments regarding the supporting evidence
found in the clinical case in favor of the prediction
and the positive or negative evidence found to dis-
card other plausible alternatives, (3) the intrinsic
quality of the generated arguments.

3.2. Evaluation
The generation of arguments will be quantitatively eval-
uated by computing metrics used in text generation to
measure their overlap with ground truth arguments [21].
Moreover, the argumentative model will be evaluated
following the criteria of coherence, simplicity, and gen-
erality [22]: explanations with structural simplicity, co-
herence, or minimality are preferred. With respect to
argument mining, standard metrics such as F1 and accu-
racy will be used.

Generation of explanatory arguments will be also qual-
itative evaluated by medical students. Given the objec-
tives and context of the project, ANTIDOTE will be based
on previous work by Johnson [23], whereby the argu-
ments will be evaluated for their (informal) inferential
structure in terms of acceptability, relevance, and suffi-
ciency of reasons provided, as well as their answerability
to human agents’ doubts and objections.

4. Ongoing Work
There are a number of tasks currently being undertaken
within the project. In this section we provide details of
the most central ones with respect to the objectives and
motivation provided in the introduction.

4.1. ANTIDOTE Datasets
In order to carry out the tasks related to the main use-case
presented in Figure 1, we need to identify, collect and
annotate the most suitable corpus with which to train
different models. In this regard, we have identified two
possible data sources that will help us meet our objectives
and that will constitute an important contribution of the
ANTIDOTE project: SAEI and CasiMedicos.

The SAEI Corpus is a collection of differential diag-
nosis in Spanish collected by La Sociedad Andaluza de
Enfermedades Infecciosas (The Andalusian Society of In-
fectious Diseases)3. This society is a non-profit associa-
tion formed almost entirely by physicians specializing
in Internal Medicine with special dedication to the man-
agement of infectious diseases, whose general purpose
is the promotion and development of this medical disci-
pline (training, care and research). We have selected the
books that are of interest to us in order to carry out our
objectives, namely, those that include clinical cases of
infectious diseases for residents that are available, for the
years 2011, 2015, 2016, 2017 and 2020. Among all these
books we have extracted cleaned and pre-processed a
total of 244 clinical cases with differential diagnosis.

CasiMedicos is a community and collaborative med-
ical project run by volunteer medical doctors4. Among
all the information created and made publicly available
by this collaborative project, we have identified as an
adequate data source the MIR exams commented by vol-
untary medical doctors with the aim of providing answers
and explanations5 to the MIR exams annually published
by the Spanish Ministry of Health. In this data source
we have extracted and pre-processed 622 commented
questions from the MIR exams held between the years
2005, 2014, 2016, 2018, 2019, 2020, 2021 and 2022. The
cleaned corpus, named the Antidote Casimedicos dataset,
is publicly available to encourage research on explainable
AI in the medical domain in general, and argumentation
in particular6.

Unlike popular Question Anwering (QA) datasets for
English based on medical exams [24], both SAEI and
CasiMedicos include not only the explanations for the

3https://www.saei.org
4https://www.casimedicos.com/
5https://www.casimedicos.com/mir-2-0/
6https://github.com/ixa-ehu/antidote-casimedicos
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corrent answer (diagnosis or treatment), but also explana-
tory arguments written by medical doctors explaining
why the rest of the possible answers are incorrect.

After pre-processing, these datasets have been trans-
lated from Spanish to English with the objective of start-
ing various annotation tasks at various levels of com-
plexity: (i) linking the explanatory sequences with re-
spect to each possible answer; (ii) labeling of hierarchical
argumentative structures; (iii) discourse markers. The
resulting corpus will be the first corpus (multilingual or
otherwise) with this type of annotations for the medical
domain. Whenever ready, the corpus will be distributed
under a free license to promote further research and to
ensure reproducibility or results.

4.2. Question Answering in the Medical
Domain

While there are several QA datasets for English based
on medical exams [24], none of the previously published
works contain two features which are unique of both
SAEI and CasiMedicos: (i) the presence of explanations
for both correct and incorrect answers; (ii) an argumen-
tative structure arguing and counter-arguing about the
possible answers. These features make it possible to
define new Question Answering tasks, both from an ex-
tractive and generative point of view. In extractive QA,
the objective would consist of identifying, in a given con-
text, the explanation to the correct answer. In terms of
generative QA, it will also allow us to leverage large lan-
guage models [20] to learn generating the explanatory
arguments with respect to both correct and incorrect
possible answers.

4.3. Crosslingual Knowledge Transfer
The only corpus annotated with argumentative structure
currently available for the medical domain is the AbstRCT
dataset, which consists of English clinical trials [25]. In
order to investigate the different strategies of transfer-
ring knowledge from English to other languages, espe-
cially those applying model- and data-transfer techniques
previously discussed for other application domains [26],
ongoing work is focused on adapting such knowledge
transfer techniques for argumentation in the medical do-
main. As a result, we are undertaking novel experimental
work on argument mining in Spanish for the medical do-
main [27]. This also involves the generation of the first
Spanish dataset annotated with argumentative structures
for the medical domain. Finally, the plan is to apply the
developed technique to other languages of interest for
the ANTIDOTE project (French and Italian).

In this line of research, and taking as starting point
the ongoing work mentioned in the previous section,
we plan to investigate also crosslingual and multilingual

approaches to Question Answering techniques in the
medical domain.

5. Concluding Remarks
In this paper we provide a description of the ANTIDOTE
project, mostly focusing on identifying and generating
high-quality argumentative explanations for AI predic-
tions in the medical domain. So far, ongoing work has
been focused on dataset collection and annotation and
novel experimental work on Question Answering and
Crosslingual Argument Mining. This work has leveraged
multilingual encoder and decoder large language models
[28, 20] for both extractive and generative experimenta-
tion.

Still, providing high-quality explanations for AI pre-
dictions based on machine learning is a challenging and
complex task [24]. To work well, it requires, among other
factors, making use of additional knowledge (e.g. medi-
cal evidence) which might not be part of the prediction
process, and providing evidence supporting negative hy-
potheses. With these issues in mind, ANTIDOTE aims to
address the challenge of providing an integrated vision
of explainable AI, where low-level characteristics of the
deep learning process are combined with higher level
schemes proper of the human argumentation capacity. In
order to do so, ANTIDOTE will be focused on a number
of deep learning tasks for the medical domain, where
the need for high quality explanations for clinical cases
deliberation is critical.
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