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Abstract

The widespread use of Artificial Intelligence (AI) in various domains has led to a growing demand for algorithmic understanding, transparency, and trustworthiness. The field of eXplainable AI (XAI) aims to develop techniques that can inspect and explain AI systems’ behaviour in a way that is understandable to humans. However, the effectiveness of explanations depends on how users perceive them, and their acceptability is connected with the level of understanding and compatibility with users’ existing knowledge. So far, researchers in XAI have primarily focused on technical aspects of explanations, mostly without considering users’ needs, and this aspect is necessary to consider for a trustworthy AI. In the meantime, there is a growing interest in human-centered approaches that focus on the intersection between AI and human-computer interaction, what is termed as human-centered XAI (HC-XAI). HC-XAI explores methods to achieve user satisfaction, trust, and acceptance for XAI systems. This paper presents a systematic survey on HC-XAI, reviewing 75 papers from various digital libraries. The contributions of this paper include: (1) identifying common human-centered approaches, (2) providing readers with insights into design perspectives of HC-XAI approaches, and (3) categorising with quantitative and qualitative analysis of all the papers under study. The findings stimulate discussions and shed light on ongoing and upcoming research in HC-XAI.
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1. Introduction

Over the last two decades, Artificial Intelligence (AI) has received an overwhelming response from daily life applications, and industries such as autonomous vehicles, financial services, and healthcare \cite{1,2}. As the utility of AI systems in every walk of life has increased, the call for algorithmic understanding, transparency, and trustworthiness has become a matter of regulation \cite{3}. The European Union General Data Protection Regulation (GDPR) \cite{4} refers to the “right to explanation” of European citizens when their personal data are automatically processed by AI systems. Moreover, the amendments to the new AI Act adopted at the first reading...
in June 2023 [5] include the newly proposed Art. 68c “A right to explanation of individual
decision-making” which explicitly requires AI systems to be endowed with different levels of
transparency depending on the risk of their application; being mandatory to provide explana-
tions for algorithmic decisions when requested in case of high-risk applications. Accordingly,
transparency is considered to be a prerequisite for explainability. Thus, in eXplainable Artificial
Intelligence (XAI), researchers aim to develop techniques to inspect and explain the working of
AI systems that humans can understand easily [1]. The goal is to increase the transparency,
understandability, and usability of such intelligent systems.

Notice that, the development of XAI applications is complex because the effectiveness of an
explanation depends on how the user perceives it [6]. Making the model transparent does not
guarantee it will be fully understandable at the user end [7]. Hence, understandable explanations
are necessary, and the quality of an explanation is determined by its ability to provide relevant
information that can be understood and applied. Also, it should be compatible with the user’s
knowledge and needs [8]. However, researchers in the field of XAI have primarily focused on
the technical perspective of explanations, giving little attention to users’ needs [9, 10]. Many
algorithms and techniques are designed based on researchers’ intuition of what makes a “good”
explanation, but without considering its usability, effectiveness, and practicality for human

In recent years, the XAI community has shown a growing interest in human-centered ap-
proaches [12, 13, 14, 15, 16]. To address the crucial requirements regarding transparency,
understanding and trustworthiness in XAI systems, a new area of research has emerged where
AI and human-computer interaction (HCI) intersect [17]. This research field is termed human-
centered XAI (HC-XAI) [18]. It is important to examine the existing theoretical and practical
frameworks for generation and evaluation of explanations, regarding both effectiveness and
impact of explanations on user’s trust and satisfaction. The consideration for user requirements
and contextual factors in the design and evaluation of explanations are deemed necessary [1],
while tailoring explanations to specific user goals and preferences is challenging [19]. Numerous
review articles on XAI have been published, exploring different aspects and highlighting
the challenges and potential research directions. Some surveys briefly touch upon evaluation
measures within a broader perspective of XAI [20, 1] or mainly discuss evaluation through user
studies [21, 22, 23], others have a narrower scope focusing on specific application domains or
subareas of XAI [17, 24, 18]. However, despite these efforts, the attention given specifically to
HC-XAI was limited and scattered, lacking a dedicated focus on the subject.

In this paper, we conducted a systematic survey on HC-XAI. In contrast to previous surveys,
our approach paid major attention to research papers dealing with human-centered factors,
including artefacts and techniques which strive to address the human needs for explanations.
The survey focuses on reviewing 75 papers from Scopus, Web of Science, IEEE, and ACM digital
libraries. Our objectives are: 1) to lay out common approaches for HC-XAI, 2) to provide
insights on the design perspectives of common approaches, and 3) the categorisation of included
papers. To achieve these objectives, we conducted a systematic literature review driven by the
following specific research questions:

- **RQ1:** What are the most common human-centered approaches (including frameworks,
  methods, theories, and artefacts) in XAI?
• **RQ2**: How is the co-design perspective considered in HC-XAI approaches?
• **RQ3**: How grounded are human-centered approaches on theoretical and practical aspects of explanations?

Accordingly, we first categorise and provide insights into common approaches for HC-XAI. Then, we do quantitative and qualitative analyses of the papers under study. Our overarching goal is to bring attention to the ongoing and upcoming research related to HC-XAI. Therefore, the rest of the paper is organised as follows. Section 2 introduces background and related work. Section 3 details the methods used in the systematic literature review. Section 4 presents the most outstanding quantitative results. Section 5 provides a qualitative analysis of the most relevant papers. Section 6 discusses implications and research opportunities. Section 7 provides readers with final remarks.

## 2. Background and Related Work

Human-centered explanations are designed and tailored to meet the needs, understanding, and cognitive abilities of human recipients [23, 18]. These explanations aim to enhance the comprehensibility and accessibility of complex information for individuals by considering their unique perspectives, backgrounds, and experiences. The central concept driving human-centered explanations is to bridge the gap between specialised (technical) knowledge and the broader (or specific) target audience. By prioritising the human recipient, explanations are easier to understand, facilitate informed decision-making, and foster transparency, trust, and engagement between experts and the wider public [25, 17].

On the one hand, there are numerous reviews available on the expanding field of XAI. They play a vital role in defining and establishing the concept of XAI [26, 1]. They delve into exploring the interconnections between XAI and related fields of study [26, 15], categorising different methodologies [24, 27], analysing the user’s perspective [21], examining evaluation practices [28], and proposing future directions for research [26, 1]. However, it is worth noting that the importance of human-centered approaches in the context of XAI is only briefly acknowledged in previous reviews.

On the other hand, in recent years, there is a growing interest to highlight the needs and importance of human-centered approaches [12, 13, 14, 15, 16]. To address this aspect, Chromik and Schuessler [29] proposed a taxonomy that incorporates human perspectives for evaluating XAI. Additionally, Lai et al. [25] conducted a comprehensive review of studies focusing on collaborative human-AI decision-making. Their review specifically explores the role of explanations in evaluating the success of such collaborative efforts. Furthermore, Ferreira and Monteiro [21] paid attention to the user experience in XAI applications. They carried out an analysis of the users themselves, their motivations, and the contextual factors that influence the presentation of explanations.

In the following sections we will provide readers with a systematic literature survey to categorise existing approaches which introduce, devise, or apply human-centered artefacts and techniques for XAI.
3. Methods

In this section, we outline our methodology for identification, screening, eligibility (reviewing), and inclusion of papers. To ensure comprehensive insights into the HC-XAI domain, we conducted a systematic collection of papers, regarding both quantitative and qualitative information. Our methodology follows the guidelines established by Moher et al. [30] for preferred reporting items for systematic reviews and meta-analyses (PRISMA).

**Publication Search Engine.** In order to ensure a comprehensive and manageable selection of papers, we selected interdisciplinary databases (search engines) such as Web of Science (WoS), Scopus, ACM Digital Library, and IEEE digital Explorer for the initial selection of papers. These databases not only encompass research publications in the field of Computer Science, but also index studies in scientific fields such as AI, HCI, Social Sciences and Philosophy; enabling a comprehensive review of the literature related to our research questions.

**Publication Year.** We limited our selection to papers published between 2018 and mid-May, 2023. This time frame was chosen due to the significant surge of interest in XAI in recent years, particularly following the implementation of regulations such as the GDPR and AI act in Europe, as well as other AI-related acts in the UK and the US.

**Search Strategy.** On May 15th, 2023, we conducted the advanced search using web tools provided by the selected digital databases. These tools allow for the replication of the study and ensure consistent querying across all the databases. We performed a query consisting of multiple terms on the title, abstract, and author keywords.

The query for the digital databases was as follows: ((expla* AI OR expla* Artificial Intelligence OR Counterfactual expla*) OR (interpret* AI OR interpret* Artificial Intelligence)) AND (generat* OR framework* OR develop* OR (human-centered OR human-centred) OR (user-centered OR user-centred)). To maximise the diversity of the retrieved papers, we used word-stems in our search query. For example, the search item “expla*” covered all word-forms such as “explanation”, “explaining”, “explanatory”, etc. We used the search terms to gather the most recent publications that mention explainable AI and interpretable AI, respectively, across all subject areas. Also, the search query was overlapping to differentiate between publications covering human-centered and user-centered development frameworks (to cover the broader perspective of human-centricity). The terms “generate”, “framework”, and “develop”, along with their corresponding word-forms, were used to appropriately limit the pool of publications in the unified set.

**Inclusion and Exclusion.** We focused on papers within the domain of HC-XAI. To be included, papers needed to present original work that introduced, applied, proposed, or evaluated human-centered methods or theories for explaining AI techniques, models, or systems. The initial filtering of papers (screening) was based on title, abstract and author keywords. Our paper selection process focused on original research articles that underwent peer-review and were written in English. Prior to evaluating the main content of each paper based on our inclusion criteria (eligibility), we manually excluded papers that comprised extended abstracts, doctoral consortium submissions, early career tracks, invited talks or tutorials, as well as all records which were not written in English.

**PRISMA Guidelines.** The flow diagram for the systematic literature review is shown in Figure 1, in which we illustrate different phases in agreement with the PRISMA guidelines.
In the identification phase, we conducted an initial search across the selected digital libraries, using the predefined search query mentioned earlier. The results from this search yielded 18 papers from the IEEE digital library, 79 papers from the ACM digital library, 41 papers from WoS, and 189 papers from Scopus making a total of 327 papers. These relatively low numbers can be attributed to the limited research activity on HC-XAI.

In the screening phase, the relevant information (i.e., title, abstract, keywords, authors’ names, journal name, source, publisher, and year of publication) from the identified records was exported to a Microsoft Excel spreadsheet. A total of 238 records were left after 89 duplicates were removed. These 238 papers were then subjected to screening based on the inclusion criterion. After the screening process, 156 papers were deemed ineligible and excluded from further consideration. The remaining 82 papers entered the eligibility phase, where each paper underwent a thorough analysis through full-text reading. In the eligibility phase, a decision was made on each paper, determining whether it would proceed to the final phase. Unfortunately, 19 papers did not adequately address to our research questions and were excluded, leaving a total of 63 papers for the final phase.

During the final inclusion phase, 12 additional papers were included through a snowballing process [31]: we identify and add other relevant publications manually from the bibliographies of the already selected manuscripts and relevant papers suggested by the peers of the authors, ensuring maximum coverage of the related subject areas. As a result, we had a set of 75 papers for synthesis and detailed meta-analysis.

**Review Process.** We conducted a thorough analysis of the final set of papers, following the taxonomy proposed by Guidotti et al. [24]. To delve into the specifics of this taxonomy, we kindly refer interested readers to Section 4 of Guidotti et al. survey [24]. In short, we examined and categorised contributions from multiple perspectives. The process began by reviewing the main content (excluding appendices and supplementary material) of each paper. Then, papers were categorised across four main dimensions: (1) the main contribution—whether the papers introduce, devise, or apply an approach, (2) the type of input data, (3) the specific type of task, and (4) the type of explanation.
4. Quantitative Analysis

Before addressing the research questions and related answers, we conducted a bibliometric analysis on the aggregated query results. This analysis allowed us to gain a comprehensive understanding of the HC-XAI research field.
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**Figure 2:** The map of author keywords for all papers under study.

Figure 2 depicts a graph (generated with the VOSViewer tool [32]) that presents the most common author keywords associated to the searched query. From the analysis, it can be inferred that HC-XAI is frequently explored within the context of human-AI interaction, as indicated by keywords such as “user-centered design”, “user experience” and “human interaction”. Additionally, the keywords “machine learning” (ML) and “interpretability” highlight the close connection between HC-XAI and XAI as a broader field.

### 4.1. Statistics of Included Papers

Figure 3 illustrates the growth of papers in the field of HC-XAI over the past years (from 2018 to mid-May 2023). The small number of papers published in 2018 (5) and 2019 (6), could be attributed to the relatively lower popularity of HC-XAI during those years (which coincide with the initial years of application of the GDPR) or to the limited usage of the related terms (i.e., “human-centered” and “user-centered”) at that time. Anyway, there has been a consistent increase in the number of papers since 2020, with a very significant rise in 2022, even if we do not observe in HC-XAI the same exponential growth noticed by Adadi and Berrada [1] for XAI in general. Notice that, the decrease in 2023 is due to the fact that only 4.5 months are taken into account. All in all, the observed trend suggests a growing awareness of the importance and necessity of HC-XAI methods in recent years. Finally, regarding a comparison among papers that apply (blue line), evaluate (orange line), devise (green line), and other surveys and theories (red line) for HC-XAI has been shown in 3. There is a significant trend for devising methods...
which seem to be gaining more and more attention.

![Distribution of papers per year that apply, evaluate, or devise an HC-XAI method (the magenta line aggregates all the papers including theories and surveys on HC-XAI).](image3)

**Figure 3:** Distribution of papers per year that apply, evaluate, or devise an HC-XAI method (the magenta line aggregates all the papers including theories and surveys on HC-XAI).

### 4.2. Categorisation of Included Papers

The categorisation process considers various dimensions such as the type of data used, the specific task being addressed, the approach taken in contributing to the field (whether it involves application, evaluation, or development), and the specific type of explanation employed to clarify the underlying predictions or decisions made by the intelligent system.

#### 4.2.1. Type of Data, Task, and Explanation

Different data types are taken as input for predictive models such as image, text, and tabular data. Our findings indicate that image data (8%) predominantly constitute the majority in heatmap explanations, tabular data (57%) for feature scores and counterfactual explanations while text input (6%) is primarily employed for textual explanations. The category “Other” (28%) is introduced to account for such data types as time series, graphs, or logical rules (ontology) that do not fit the predefined categories. Of course, it is important to note that these statistics may be influenced by our choice of publication venues, and the complexity of the task itself can also have an impact. Table 1 presents a quantitative analysis of various types of tasks, along with the related data types for those tasks, in the included papers and their corresponding bibliographical references. These are 49 papers out of 75 which solve any task in their contributing work. As shown in Table 1, a significant portion (51%) of the papers focus on classification models.
This can be attributed to the broad nature of classification tasks and the popularity of post-hoc explanations, as explaining specific classification decisions serves as a compelling use case for outcome explanations. We observed that classification tasks were performed by using mainly tabular data, image or text, but also other data such as time series or graphs [8, 2, 33, 34, 35].

### Table 1
Type of tasks solved by 49 out of 75 papers for HC-XAI.

<table>
<thead>
<tr>
<th>Type of Task</th>
<th>Tabular data</th>
<th>Image</th>
<th>Text</th>
<th>Other data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>[36, 37, 38, 39, 40, 16, 41, 42, 43, 44, 45, 46, 47, 48, 49]</td>
<td>[50, 51, 52, 53]</td>
<td>[54]</td>
<td>[8, 2, 33, 34, 35]</td>
</tr>
<tr>
<td>Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classification and Regression (both)</td>
<td>[58, 59, 60, 61, 62, 63]</td>
<td></td>
<td>[64]</td>
<td>[65, 63, 66, 67, 68, 22, 69]</td>
</tr>
<tr>
<td>Recommendation</td>
<td>[14, 70, 71, 72]</td>
<td></td>
<td></td>
<td>[73]</td>
</tr>
<tr>
<td>Others</td>
<td>QA [74]</td>
<td></td>
<td></td>
<td>Ontology [75]</td>
</tr>
</tbody>
</table>

The second largest category of papers (29%) addressed both classification and regression tasks concurrently in their studies. Notice that, papers which only deal with regression tasks consider only tabular data [55, 56, 57]. In addition, papers which account for recommendation tasks, they work with tabular [14, 70, 71, 72] and other graph-based data [73]. In other tasks, Jiao et al. [74] use textual data for investigating the task of question answering (QA) through the scenario-based design, while Shruthi et al. devise an explanation supported by ontological data [75].

On the other hand, we found out a diversity in the types of explanations under study. We categorised specific explanations in five main distinct categories which apply, devise, and evaluate (49 out of 75 papers), as outlined in Table 2. Notably, the most prevalent explanation type is the so-called hybrid approach which combines feature scores and counterfactual methods, which was found in 37% of the papers. This is followed by the use of counterfactuals alone (27%), feature scores alone (20%), and text highlighting (8%). Other explanation types include saliency maps, heatmaps, ontology, and rules, each accounting for 2% of the papers.

### Table 2
Types of explanations in 49 out of 75 papers for HC-XAI.

<table>
<thead>
<tr>
<th>Explanation Types</th>
<th>Included Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Scores</td>
<td>[37, 41, 56, 43, 44, 45, 48, 34, 35, 60]</td>
</tr>
<tr>
<td>Counterfactuals</td>
<td>[36, 38, 52, 58, 40, 51, 16, 42, 70, 46, 47, 54, 49]</td>
</tr>
<tr>
<td>Hybrid</td>
<td>[8, 2, 62, 39, 65, 76, 61, 55, 33, 77, 78, 66, 67, 59, 68, 22, 69, 72]</td>
</tr>
<tr>
<td>Text Highlighting</td>
<td>[14, 74, 64, 71]</td>
</tr>
<tr>
<td>Others</td>
<td>Saliency maps [50], Heatmaps [52], Rules [73], Ontology [75]</td>
</tr>
</tbody>
</table>

Moreover, the analysis also highlights the dominance of approaches for explaining black-box models in current research on human-AI interaction. Local feature explanations, exemplified by LIME [9] and SHAP [10], are commonly employed to answer the “why” question. Counterfactual explanations, on the other hand, are used to tackle “what-if” or “why-not” questions. In the context of recommendation systems, a hybrid approach combining text highlighting, rules, and counterfactuals is also utilised, such as in a hybrid recommendation system [62]. Other
explanation types include text highlighting, saliency maps, heatmaps, rules, and an ontological representation of explanations. Text highlighting, as referenced in papers [14, 74, 64, 71], allows for emphasising specific textual elements to aid in understanding the explanation. Saliency maps, as employed in one of the papers [50], provide visual representations highlighting the most relevant areas or features. Heatmaps [52] offer a graphical depiction of the intensity or importance of different elements within the explanation. Rules, as discussed in another paper [73], provide structured statements or conditions to explain AI decisions. Lastly, the utilisation of an ontological representation [75] of explanations is also observed. These additional techniques contribute to the diverse range of approaches used for generating explanations in the included papers.

4.2.2. Type of Contribution and HC-XAI Methods.

The objective of this section is to provide insights to researchers and practitioners seeking appropriate contributions in the field of HC-XAI. In Table 3, we present the categorisation of papers that devise (introduce), apply, and evaluate the existing methods along with their specific contribution. It is worth noting that when a method devises an HC-XAI approach, it can be linked to multiple types of explanations, as there is no precondition of one-to-one correspondence between a method and an explanation type in the set of papers under study.

<table>
<thead>
<tr>
<th>Type of Contribution</th>
<th>Included Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical Designs</td>
<td>{36, 79, 33, 59, 78, 80, 57, 68, 22, 81, 11}</td>
</tr>
<tr>
<td>User Studies and Interviews</td>
<td>{2, 62, 38, 37, 40, 51, 76, 55, 17, 77, 14, 42, 43, 70, 44, 45, 74, 54, 50, 67, 35, 49, 64, 82, 22, 69, 72}</td>
</tr>
<tr>
<td>Design Paradigms for Explanations</td>
<td>{8, 52, 58, 39, 53, 63, 76, 16, 41, 56, 46, 47, 48, 75, 78, 66, 34, 48, 60, 83, 17, 84, 71, 85}</td>
</tr>
<tr>
<td>Cognitive and Sociotechnical Theories</td>
<td>{86, 61, 87, 88, 15, 12, 89, 51, 90, 91, 92}</td>
</tr>
<tr>
<td>Highlighting HC-XAI Needs</td>
<td>{93, 94}</td>
</tr>
<tr>
<td>Systematic Literature Surveys</td>
<td>{13, 95, 96}</td>
</tr>
</tbody>
</table>

By examining the included papers, a categorisation of main contributions is presented in Table 3. The first group of papers provides theoretical guidelines for designing HC-XAI frameworks. The second group consists of user studies and interviews. We also refer to previous user studies conducted on ML systems [44] or explainable interfaces [17], which can be used for comparison or serve as templates for designing user studies [22]. The third group includes design paradigms for explanations. The fourth group deals with cognitive and socio-technical theories. For example, Miller [15] suggested building XAI on social sciences such as cognitive science and psychology. Additionally, XAI aims to assist users in developing mental models of AI systems [51]. The fifth group highlights the needs for HC-XAI [93, 94]. Finally, the sixth group includes systematic surveys [13, 95, 96].
5. Qualitative Analysis

In this section, we go in depth with answering, from a qualitative viewpoint, the three research questions that we posed in the introduction.

5.1. XAI Objectives Identified in Included Papers

RQ1 deals with frameworks, methods, theories and artefacts that support HC-XAI. First of all, we paid attention to generic concerns in the context of XAI (see Table 4).

<table>
<thead>
<tr>
<th>Objective</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trust, transparency, and fairness</td>
<td>[44, 37, 52, 65, 55, 56, 44, 46, 74, 47, 49]</td>
</tr>
<tr>
<td>Improved User satisfaction</td>
<td>[8, 16, 41, 14, 70, 48, 54, 87, 93, 75, 35, 60, 92, 72, 71]</td>
</tr>
<tr>
<td>User experience</td>
<td>[2, 40, 76, 77, 78, 48, 17, 85]</td>
</tr>
<tr>
<td>User goals</td>
<td>[71]</td>
</tr>
<tr>
<td>Safety</td>
<td>[67]</td>
</tr>
<tr>
<td>Social needs</td>
<td>[86, 51, 61, 64, 15, 12, 89]</td>
</tr>
<tr>
<td>Aid user’s future actions and promote informed decision-making</td>
<td>[38, 58, 42]</td>
</tr>
<tr>
<td>Improve human-AI collaboration and task performance</td>
<td>[62, 39, 73, 45, 74, 50, 66, 84, 97]</td>
</tr>
</tbody>
</table>

The primary studies highlighted multiple objectives for XAI, with many papers emphasizing the general reasons and prerequisites for their implementation. Fostering user trust and enhancing transparency emerged as the most prominent goals among the commonly identified objectives. Another recurring theme observed in the studies revolved around catering to the user satisfaction as well as user needs, user experience, and social needs across diverse domains. This emphasis stems from the fact that different users (including domain experts, end-consumers, AI engineers, legislators...) possess unique motivations for seeking explanations. The purpose of XAI is to effectively assist each user in achieving their specific objectives by tailoring the explanations to their individual needs. User-centered approaches ensure that XAI accommodates properly diverse requirements and aspirations of users across various domains. We only found a few papers to aid user future actions and promoting informed decision-making. Other recurring objectives which require further attention are related to the improvement of the human-AI collaboration and thus increasing the task performance.

5.2. Interaction and Dialogue-based Explanation Methods

RQ2 investigated XAI techniques that are supported by a co-design perspective, i.e., they incorporate interaction or dialogue as a human-centered element and play a crucial role in enhancing transparency and understanding of AI systems. These techniques aim to bridge the gap between complex ML models and human users by enabling meaningful conversations and explanations. Through the integration of dialogue, XAI techniques foster a more inclusive and user-centered approach, ensuring that AI systems are not black boxes but rather tools that
empower individuals to make informed decisions. For example, by allowing users to engage in a dialogue with an AI system, Stepin et al. [98] facilitate a two-way exchange of information through an information-seeking dialogue, where the AI system provides explanations for its decisions and users can seek clarification or express their concerns.

In addition, Akula et al. [52] introduced a mind-based framework to enhance user’s trust in counterfactual explanations for image data. The end user can interact to seek desired counterfactual outcomes through a dialogue-based interface. Cabour et al. [39] also highlighted the benefit of combining the technical development of XAI systems with a proper identification and interpretation of the user needs. They proposed an architecture to define the explanation space from a user-inspired perspective. This architecture mainly caters to five elements: the end-users’ mental models, cognitive process, interface, the human-explainer agent, and the agent process. Suffian et al. [16] also remarked the need for human-involvement in the explanation generation process by customising explanations with user feedback. Their framework customises counterfactual explanations on demand. Finally, Zhu et al. [68] proposed an XAI framework for Designers, specifically tailored for game designers. Their human-centered approach facilitates game designers to co-create with AI techniques by focusing on specific users, their needs and tasks. Human-AI interaction and dialogue promote trust, accountability, and collaboration, as users gain insights into the decision-making process and can provide input and feedback.

5.3. Theoretical and Practical Aspects of Explanations

RQ3 investigated HC-XAI methods which are grounded on theoretical and practical evaluation approaches. Evaluation of explanations can be supported by functionally-grounded, human-grounded, or application-grounded approaches (see Table 5). We adhere to the categorisation of metrics proposed by Doshi-Velez and Kim [19].

<table>
<thead>
<tr>
<th>Functionally Grounded</th>
<th>Human Grounded</th>
<th>Application Grounded</th>
</tr>
</thead>
<tbody>
<tr>
<td>loss minimisation [44], proxy measures and complexity check [58], interface for output [36], visualisation tool [41] [47], competency questions [75], [34, 60], user study [64]</td>
<td>user input [16], user study [2, 62, 38, 37, 40, 51, 76, 55, 17, 77, 14, 42, 43, 70, 44, 45, 74, 54, 50, 67, 35, 49, 64, 82, 22, 69, 72], interface [66], multiple user interfaces [48], co-design [22, 69], online survey [71]</td>
<td>user study [8, 52, 73, 68]</td>
</tr>
</tbody>
</table>

Functionally-grounded metrics do not require any human feedback. They are based on objective criteria that can be measured without human involvement. As a result, they measure the formal properties of the explainer, while regarding functional aspects of explanations (e.g., fidelity, accuracy, actionability, sparsity, or plausibility). Human-grounded metrics require direct human involvement for their measurement. They emphasise the human perspective and consider cognitive and psychological factors (e.g., satisfaction, persuasiveness, or novelty). These metrics gather feedback from users to assess the quality and usefulness of explanations. Application-grounded metrics focus on real-world applicability and impact. Their computation usually involves domain experts who are asked to assess how well the intelligent system performs.
6. Research Opportunities

Insights from the systematic literature review carried out in the previous sections indicate a pressing need to develop human-centered explanation approaches in various fields of AI. Traditional methods of explaining AI decisions often fall short in meeting human requirements for transparency and understanding. However, a promising avenue that has gained considerable attention is the utilisation of human-perspective for explanation generation and evaluation.

Human-centered explanations play a critical role in promoting transparency, trust, and accountability in AI systems. Such explanations enable users to understand the reasoning behind automated decisions and empower them to make informed choices. However, existing research indicates a gap in actionable and human-centered explanations, what leads to some research opportunities for the exploration of human-centered approaches in the field of HC-XAI:

- **Bridging the explanation gap by handling user needs.** The systematic literature review reveals a persistent gap in providing actionable explanations that are meaningful and relevant to users. The explanations driven by user feedback offer a promising approach to bridge the gap. By incorporating user preferences and context, explanations can provide actionable insights that resonate with users and facilitate more informed decision-making.

- **Personalisation and Contextualisation.** Different users may have diverse preferences, values, and needs, and a one-size-fits-all explanation may not be sufficient. By involving users in the explanation generation process, explanations can adapt to individual user characteristics and provide insights that are tailored to their specific context.

- **Closing the Feedback Loop.** The literature review indicates a need to close the feedback loop between users and AI systems, enabling iterative improvements and accountability. This iterative feedback loop can enhance system performance, address biases and limitations, but also ensure the system evolves based on user needs and expectations.

- **Human-AI Collaboration and Co-creation.** Human-centred explanations promote human-AI collaboration and co-creation. By involving users in the generation and evaluation of explanations, we facilitate a meaningful dialogue between users and AI systems. Users can: provide feedback, ask questions, actively participate in refining and improving the system’s behaviour.

7. Conclusion

In this work, we have presented a systematic literature review from which we can conclude that there is a need for more human-centered explanation approaches. Such HC-XAI approaches can enhance human understanding, enable ethical evaluations, and foster user engagement, thereby serving the “human-in-the-loop” cause. Moreover, building human-centered explanations means bridging the explanation gap, enhancing user agency, enabling personalisation and
contextualisation, addressing trust and ethical concerns, closing the feedback loop, and promoting human-AI collaboration. Consequently, we can bridge the gap between complex algorithms and human intuition, empowering individuals to make informed decisions, identifying biases, and actively taking part in the development of responsible AI technologies.

Even though we conducted a medium-scale survey, it was more feasible and practical than larger surveys, providing valuable insights into human-centered approaches, while requiring fewer resources, such as time and human resources. Despite its limitations, this survey can provide a starting point for further research and help determine the viability of pursuing larger-scale surveys. In conclusion, various factors can influence the effectiveness of explanations in human-centered perspectives. These factors include the specific explanation technique used, the characteristics of the dataset, and the nature of the task at hand.
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