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Abstract
The effectiveness of information processing in stock markets is frequently subjected to statistical analysis and verification. If a particular stock market is judged to be inefficient, it is reasonable to devise and implement an exchange plan that, if successful, would result in returns that are greater than the market average. Because nonlinear dependence in returns is typically the root cause of information inefficiency in stock markets, it is prudent to employ an exchange plan that is founded on nonlinear relationships to maximize one’s chances of financial success. This article’s purpose is not to present statistical verification of the effectiveness or ineffectiveness of the marketplace in question; rather, it is to propose the principle underlying this exchange plan and provide an illustrative example based on actual data. The nonlinear dependencies in the return time series are the foundation of the exchange plan suggested in this paper. The k-nearest neighbor technique, also known as the k-NN technique, is used to generate buy or sell signals. This methodology adheres to the same fundamental underpinnings as the nonlinear BDS test. Python, which is a programming language, is going to be used to implement the k-NN technique.
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1. Introduction

The disposition that an investor has toward risk, the time horizon over which they invest, and the degree to which they have faith in the efficient market hypothesis are typically the deciding factors in how that investor chooses to trade [1]. It is abundantly clear that some participants in the market frequently engage in irrational behavior. Evidence of systematic errors made by some investors has been presented by behavioral financial economists and psychologists. When it comes to choosing a exchange plan, rational investors have two primary options to choose from. Since it is a game of no winners and always the same number of losers, passive management may still be a valid tactic in some circumstances. Obviously, somebody must
hold all the stocks, and while some investors are able to generate returns that are higher than average, other investors have to generate returns that are lower than average. When additional costs associated with active management are considered, it is possible that most investors will not outperform the market average; consequently, passive investors may achieve better results. The use of fundamental and technical analyses is an option if a particular market is inefficient. Of course, it is also possible to apply rules or models that are more complex in nature [2].

[3] cites several empirical studies that all came to the same conclusion: returns are conditionally predictable. In the body of academic literature, linear dependencies in financial time series returns have been identified only very infrequently. Only extremely low and extremely high frequencies are exempt from this rule [3]. It is common practice to assume that the potential for nonlinear dependencies is too complex to be accurately specified. As a result, practitioners focus a lot of their attention on the use of artificial intelligence and data mining techniques that do not require the forecaster to precisely describe the associations that exist in the time series. For this reason, a wide variety of data mining techniques, including neural networks, nearest neighbor analysis, classification trees, random forests, and many others, have been implemented to forecast the future values of financial time series [4].

The plan of an exchange approach that would be established on nonlinear relationships in returns and that would therefore combine data mining techniques with modern programming tools is the practical challenge that needs to be addressed. The purpose of this paper is to propose the principle of an exchange plan that is based on nonlinear dependencies detected in returns by the k nearest neighbor (k-NN) technique using the Python programming language, and to show an illustrative example on a real data sample. The k nearest neighbor (k-NN) technique detects nonlinear dependencies in returns by comparing each return to its nearest neighbor.

The value that is brought to the table by this piece of writing can be broken down into the following two categories:

- The correlation between the results of the nonlinear BDS test and exchange plan will be demonstrated.
- The k-NN technique will be used to demonstrate how the possibility of using the programming language Python to detect signals for selling and buying generated by the technique will also be demonstrated.

The following outline describes how this article is structured. In the introduction, the motivation was broken down, a brief overview of the relevant literature and the existing body of knowledge was presented, and the significance of this paper’s contribution to the field was emphasized. A theoretical background of the problem that was investigated is presented in the second chapter. It is briefly described how the efficient market hypothesis (EMH), the adaptive market hypothesis (AMH), and the BDS test are all related to one another. In the third section, an exchange plan that makes use of the outcomes of the BDS statistical test, the programming language Python, and the nearest neighbor technique is described. This plan was developed using the aforementioned tools. In addition to that, you will be provided with an illustrative example that contrasts the outcomes of three different exchange strategies. The conclusion of this paper provides a synopsis of the findings and a discussion of those findings.
2. The ability to predict returns under certain conditions, based on nonlinear dependencies

The effects of statistical tests that investigate whether or not returns are conditionally expectable have a fundamental bearing on the manner in which exchange strategies can be practically applied, regardless of whether the market in question is efficient or inefficient [5]. However, conditional predictability is not statistical proof of the market’s efficiency or lack of efficiency. The AMH suggests that both efficiency and inefficiency can shift and develop over the course of one’s lifetime. As a means of adjusting to shifting market conditions, market agents frequently turn to heuristics to select appropriate investment opportunities. According to [6], the degree to which market conditions can be predicted shifts over time. This is because market conditions can change. Using statistical tools, one can investigate whether or not the returns on assets are conditionally predictable.

The unpredictable nature of price shifts is one of the empirical hallmarks of markets that are informationally efficient. Because of this, the evolution of prices should not be predictable in markets that are efficient. In the scientific literature, several statistical tests, both linear and nonlinear, have been defined to verify the randomness of return values. According to [7, 8], the BDS test is one of the most powerful nonlinear tests that can be used to examine the first type of random walk hypothesis. The BDS test of independence is a non-parametric technique for evaluating the null hypothesis that the data are unrelated to one another and are distributed in an equal fashion [9, 10]. The concept of the correlation integral will serve as the foundation for the examination. The BDS test considers a diverse range of competing hypotheses. Non-stationarity, chaos, and nonlinear stochastic processes are some examples of the types of non-independent and unequally distributed processes that it can identify [11, 12].

When one possesses a sequence of logarithmic returns \( rt \) that is comprised of \( n \) observations, one can write the correlation integral for \( m \) dimensions as follows:

\[
C_{m,n}(\varepsilon) = \frac{2}{(n-m+1) \ast (n-m)} \ast \sum_{s=1}^{n-m} \sum_{t=s+1}^{n-m+1} \prod_{j=0}^{m-1} H_{\varepsilon}(r_s + j, r_t + j) \tag{1}
\]

where \( \varepsilon \) is a small enough preset distance, \( m \) is a nesting parameter and \( H \) is the Heaviside function, the following formula holds true for this function:

\[
H_{\varepsilon}(r_i, r_j) = \begin{cases} 
1 & \text{if } |r_i - r_j| \leq \varepsilon \\
0 & \text{for other cases}
\end{cases}
\tag{2}
\]

According to [9, 10], test statistics are defined as follows:

\[
W_{m,n}(\varepsilon) = \sqrt{n-m+1} \ast \frac{[C_{m,n}(\varepsilon) - C_{1,n-m+1}^{m}]}{\hat{\sigma}_{m,n}(\varepsilon)} \sim N(0, 1) \tag{3}
\]

An approximation of the asymptotic standard deviation is denoted by the notation \( \hat{\sigma}_{m,n}(\varepsilon) \).
3. An outline of a potential exchange plan

In light of the findings that were presented by [9], in which it was discovered that returns are rather expectable based on the findings of the nonlinear BDS test, it is reasonable to propose an exchange plan that is based on the existence of nonlinear associations in earnings.

3.1. K-nearest neighbor technique

It would appear that the k-NN technique is an appropriate technique for the generation of buy or sell signals. According to [13, 14], this technique involves selecting geometric segments of historical time series values that are comparable to the segment that came immediately before the observation that is going to be predicted. In point of fact, the k-NN technique selects pertinent earlier observations not according to their position in time but rather on the basis of the levels and geometric trajectories they followed [15, 16]. The k-nearest neighbors technique of prediction can be broken down into several distinct steps. The time series $x_t$, where $t = 1, ..., n$, needs be transformed into a series of segments of the same length. These segments need to have the form of vectors $x_{m, \tau}$ and they need to contain m sample observations of the original time series at intervals $\tau \in N$:

$$x_{t}^{m, \tau} = (x_t, x_{t-\tau}, x_{t-(m-1)\tau})$$  (4)

Where $m$ denotes the nesting dimension, and $\tau$ is the delay parameter, respectively. In the scientific literature, these m-dimensional vectors are referred to as m-histories, whereas the phase space of the time series is represented by the multidimensional space $R^m$. The nearness of two m-histories in the segment area of the time series can be characterized as nearby neighbors in the dynamical behavior of two sections in the time series $x_t$.

The forecast of the time series $x_t$ where $t = 1, ..., n$, is based on the analysis of the historical paths of the vectors around the last vector $x_{n}^m = (x_n, x_{n-1}, ..., x_{n-(m-1)})$. His analysis was carried out so that the $x_t$ time series could be predicted. In the subsequent step, segments with dynamic behaviors that are similar to those previously identified are identified and used for prediction. In order to derive a prediction for a time series, it is necessary to take into account a total of k m-histories, such as $x_{i1}^m, x_{i2}^m, x_{i3}^m, ..., x_{ik}^m$, which are most comparable to $x_{n}^m$. In this way, the prediction can be obtained [17]. It is necessary to identify the nearest k vectors in the phase space of time series $R^m$ in order to locate the nearest neighbors of $x_{n}^m$. This is done so that the nearest neighbors of $x_{n}^m$ can be located. The process of identification involves locating the m-history $x_{i1}^m$ that has the highest serial correlation with the most recent vector, which is denoted by $x_{n}^m$. The prediction of the time series $x_{n+1}$ using the NN technique is accomplished by applying linear autoregression, the coefficients of which are estimated using the technique of least squares. This allows for accurate forecasting of the time series [18]. This represents a regression across the entirety of k m-histories, including $x_{i1}^m, x_{i2}^m, x_{i3}^m, ..., x_{ik}^m$.

It is critical that the prediction made by the k-NN technique depends not only on the value of the nestling measurement m but also on the quantity of points in the phase space of the time series $R^m$ that are closest to k. It is possible to make use of a number of different heuristic techniques, for instance, in order to determine these two parameters [19]. However, the use of genetic algorithms, which enable the concurrent purpose of the optimum values of m and
$k$, is the technique that is considered to be the most applicable. Genetic algorithms are a type of adaptive examine and optimization techniques. They have the advantage of being able to evaluate the loss functions associated with the predictor parameters without assuming the continuousness or differentiability of the loss function, which is a common assumption with other types of exploration and optimization techniques \[20\]. The use of genetic algorithms offers an additional benefit in that it removes the issue of data snooping, which is another advantage of using genetic algorithms. The sample has been separated into a training set and an exam set. However, prior to utilizing the k-NN technique, it is recommended to first determine whether or not the time series of returns contains any nonlinear dependence. The demonstration of nonlinearity would provide conclusive evidence that our line of thought regarding the implementation of the k-NN technique is on the right track. It would appear that the BDS test, which follows a similar line of reasoning, is the one that is most applicable \[21, 22\].

### 3.2. K-nearest neighbor technique

Python is a high-level programming language that supports multiple programming paradigms and provides dynamic control over the data types that are used. These programming paradigms include object-oriented programming, imperative programming, and functional programming. Python is an open-source software program that provides free installation packages for the majority of operating systems and computing platforms (Unix, MS Windows, macOS, Android). In the world of applied finance, the programming language Python is also experiencing a meteoric rise in popularity right now.

In point of fact, the k-NN algorithm produces an imaginary boundary for the data classification process. The algorithm makes its predictions relative to the nearest boundary line whenever new data points are added. As a result, having a higher value for the parameter $k$ implies a damping of the separation curves, which ultimately results in models that are simpler. While a smaller value for the $k$ parameter has a tendency to overfit the data and result in complex models, larger values tend to fit the data more accurately. In conclusion, selecting the appropriate value for the $k$ parameter is extremely important if one wishes to avoid either overfitting or underfitting the data set \[23\]. Python code implementing the nearest neighbor algorithm should proceed through the following series of steps:

- Import the k-NN algorithm that is contained within the scikit-learn package.
- Develop variables for features and objectives.
- Separate the data into the test data set and the training data set.
- Create a k-NN model based on the value of the neighboring node.
- Train or fit data into a model.
- Try to anticipate the values in the future

The most important question is how to compute an appropriate value for the $k$ parameter when working with a data set. To obtain the range of the expected $k$-value, it is obvious that we need to obtain knowledge of the data sample first. This is obvious even at a cursory glance. It is necessary to test the model for each expected $k$-value if we are to obtain a $k$-value that is accurate \[24\]. Figure 1 displays some code written in Python as an example.
3.3. K-nearest neighbor technique

The exchange plan that has been proposed is founded on the concept of straightforward market timing, which entails either investing in the stock market (an index or asset), or in a risk-free asset. The k-NN technique’s forecasts are used to divide the next exchange day into two categories, and each category corresponds to a different exchange option [25]. The first choice involves the investor’s participation in the market (which will result in a return proportional to the market), while the second choice involves the investor’s withdrawal from the market and an investment in a safe asset (it will bring a risk-free return). The exchange plan outlines the position for the following exchange day by taking into account the current state (whether there is presence or absence in the market) and generating buy or sell signals through the application of the k-NN technique. If, under the circumstances of market presence, it is anticipated that prices will go down based on the prediction made using the k-NN technique, then the asset is sold, and the proceeds are invested in an asset that does not involve any risk [26]. On the other hand, if there is no activity in the market at all, the k-NN technique forecasts a rapid increase in price in the not-too-distant future, and this results in the generation of a signal to buy the asset. After the sale of the risk-free asset, the proceeds are placed in market-based investments. When selecting either of the other two possibilities, the status quo will be maintained [27].

Figure 1: Python code demonstrating an example of testing the accuracy of the k-nearest neighbor model.

```python
# Import necessary modules
from sklearn.neighbors import KNeighborsClassifier
from sklearn.model_selection import train_test_split
from sklearn.datasets import load_SP500return
import numpy as np
import matplotlib.pyplot as plt
SP500returnData = load_SP500return()
# Create feature and target arrays
X = SP500returnData.data
y = SP500returnData.target
# Split into training and test set
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.2, random_state=42)
neighbors = np.arange(1, 9)
train_accuracy = np.empty(len(neighbors))
test_accuracy = np.empty(len(neighbors))
# Loop over K values
for i, k in enumerate(neighbors):
    knn = KNeighborsClassifier(n_neighbors=k)
    knn.fit(X_train, y_train)
    # Compute training and test data accuracy
    train_accuracy[i] = knn.score(X_train, y_train)
    test_accuracy[i] = knn.score(X_test, y_test)
```
When the exchange rule is applied to the entirety of the exchange period, beginning at time 1 and ending at time T, the yield \( r \), which can be written as follows:

\[
r = \sum_{t=1}^{T} r_m(t) \cdot I_{bt} + \sum_{t=1}^{T} r_f(t) \cdot I_{st} + n \cdot \log \frac{1 - c}{1 + c}
\]  

(5)

Where \( r_m(t) \) represents the market return, \( I_{bt} \) and \( I_{st} \) are indicator variables that take on the value of one if the k-NN technique produces a signal for buying or selling, respectively, and take on the value zero in all other circumstances. It is required that the condition \( I_{bt} \cdot I_{st} = 0 \), \( \forall t \in (1, T) \) be satisfied, where \( n \) is the total number of transactions, and the value of \( c \) represents the transaction costs expressed as a percentage of the price [28].

If the value of the prediction at time \( t \) is close to the value of the closing price at time \( t - 1 \), then it is convenient to modify a simple rule for buying or selling with a filter that reduces the number of false signals for buying or selling [29]. This can be done by checking to see if the prediction at time \( t \) is close to the value of the closing price at time \( t - 1 \). One way to think about the filter is as the quantity of risk that the stakeholder is disposed to take on. If the expected value obtained by the k-NN technique is higher (lower) than the closing price at time \( t - 1 \), adjusted by the percentage of the standard deviation of the price differences on the interval from 1 to \( t - 1 \), the filter rule will generate buy (sell) signals at time \( t \). This occurs when the closing price at time \( t - 1 \) is compared to the expected value obtained by the k-NN technique. If, \( \hat{P}_t \) is the value that was predicted for the price \( P(t) \), then a buy signal will be generated if, \( \hat{P}_t > P(t-1) + \delta \cdot \sigma \) while the investor is absent from the market at the same time [30]. Given that we already have a presence in the market, we shouldn’t withdraw from it. On the other hand, a sell signal is generated if the condition, \( \hat{P}_t \leq P(t-1) + \delta \cdot \sigma \) applies and the investor is present on the market at the same time. In the event that we do not have a presence in the market, we should keep holding onto the risk-free asset [31].

3.4. K-nearest neighbor technique

It is necessary to consider how the k-NN exchange plan proposed stacks up against other possible approaches. In order to keep this piece to a reasonable length, we will only provide one example for illustration purposes. The exchange strategies that are chosen for comparison are going to be based on the Relative Strength Index (RSI) and the Relative Momentum (RM) [32].

In light of the fact that the k-NN technique is predicated on the presence of non-linear relationships in returns, it is recommended that the BDS test be utilized in order to validate the non-linearity of the data sample in question. Asymptotic estimates are used as the foundation for the BDS test statistic. On the other hand, it may cause one to draw incorrect inferences [31]. The bootstrap technique was utilized so that this issue could be resolved.

In this approach, individual and combined statistical tests are computed by making use of samples of T-observations that are produced through the process of weighting the initial data. The fraction of replications in a bootstrapped study that are external the restrictions described by the predictable measurements is what is used to directly calculate the bootstrapped study’s p-value. It was decided that there would be 2500 replications of each experiment.
The daily returns of the S&P 500 index were selected for inclusion in this article. In Figure 2, you can see how the p-values of the non-linear BDS test statistics for the S&P 500 index returns changed over the course of the period from 2006 to 2017. Calculations were made to determine the values of BDS statistics for nesting dimensions 2 and 3. (marked by the symbols BDS2 and BDS3). The level of statistical significance that will be used to evaluate the significance of BDS tests is set at 5%, and this level is represented in the graphs by a horizontal line in the color red. On the basis of a time series that spanned twenty months, the p-values were calculated. The p-value for October 2008, for instance, corresponds to the data sample for the time period spanning February 2007 through September 2008. As can be seen in Figure 2, the assumption of complete independence between returns is not supported by the data for the years 2011-2012 and 2014-2015.

As a starting point for the calculations, we used the dividend-adjusted daily closing rates of the S&P 500 index that were in effect during the four-year time span beginning January 1, 2011, and ending December 31, 2014. This time frame was specifically selected on purpose. Figure 2 presents the findings that indicate that the BDS test conducted during that time period frequently led to the rejection of the null hypothesis of independence. The information was gathered from the website located at http://finance.yahoo.com. As a risk-free investment option, a United States Treasury bill with a maturity of three months was chosen. The transaction costs, denoted by c, were set at a level equal to five percent of the total price. Additionally, the percentage of the standard deviation that corresponds to the price differences was established at 5 percent [33].

It is recommended that the 14-day indicator be used for the RSI calculation because it represents the most suitable time period. Therefore, the same frequency was selected for the RM indicator, when typically, a value from the range of 5-25 exchange days is selected [34].

Table 1
Summary results of exchange strategies.

<table>
<thead>
<tr>
<th>Plan</th>
<th>Profitability</th>
<th>Average yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN plan</td>
<td>84%</td>
<td>57%</td>
</tr>
<tr>
<td>RM 14 plan</td>
<td>69%</td>
<td>48%</td>
</tr>
<tr>
<td>RSI 14 plan</td>
<td>86%</td>
<td>53%</td>
</tr>
</tbody>
</table>

The outcomes of all three exchange strategies are compared and summarized in Table 1. The profitability indicator presents the proportion of total trades that resulted in a profit relative to the total number of trades executed. The most important feature of each exchange plan is expressed as a percentage and represents the typical return obtained by using that plan. According to the findings, during the evaluation period, the k-NN plan performed marginally better than the other two options when the average yield was taken into consideration. This is, of course, merely a hypothetical illustration of how one could use historical data samples without actually investing any money.
4. Conclusions

Within the scope of this research project, a k-NN-based exchange plan was proposed for consideration. However, the purpose of this paper was not to test that approach on existent statistics samples and thus specify statistical verification of the effectiveness or ineffectiveness of the given marketplace. Instead, the purpose of this paper was to discuss the topic at hand. The purpose of this paper was to propose only the principle of an exchange plan that is established on nonlinear dependencies detected in revenues, utilize the Python programming language, and show an illustrative example on a real data sample. Specifically, the goal was to show that nonlinear dependencies can be detected in returns. The nonlinear k-NN technique is responsible for the generation of buy or sell signals for the proposed exchange plan.

The nonlinear BDS independence test and the k-NN technique are both based on similar underlying principles, specifically the correlation integral and nesting dimensions. As a result, there is an unmistakable link between the findings of the statistical analysis and the exchange plan that has been suggested. In addition, the article demonstrates the direct utilization of the k-NN technique in the Python programming environment, which is a tool that is becoming increasingly popular not only in empirical finance but across the board. The profitability of the suggested exchange plan was evaluated using real data derived from the US stock market during the period 2011-2014, which was a time when the results of the BDS test frequently confirmed non-linear dependencies in return values. After that, the k-NN plan was compared
to exchange strategies based on RSI and RM to see which one performed better.

The empirical findings lean somewhat in favor of a tactic that is founded on the k-NN technique. In addition to testing the proposed k-NN plan on data from other markets, for a variety of assets, at various stages of market development, for a variety of data frequencies, in subperiods of varying lengths, and comparing the results of these tests to those of other types of strategies, the proposed plan should also be tested on data from other markets. It is also recommended that a statistical investigation be carried out to determine whether the profitability of the k-NN plan is in any way connected to the outcomes of the BDS test.

References

term traffic flow prediction based on maximal information coefficient, Information Sciences 608 (2022) 517–531.


[23] D. Sisodia, D. S. Sisodia, Quad division prototype selection-based k-nearest neighbor classifier for click fraud detection from highly skewed user click dataset, Engineering Science and Technology, an International Journal 28 (2022) 101011.


[31] A. S. Abdulameer, S. TiuN, N. S. Sani, M. Ayob, A. Y. Taha, Enhanced clustering models with wiki-based k-nearest neighbors-based representation for web search result clustering,
Journal of King Saud University-Computer and Information Sciences 34 (2022) 840–850.

