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Abstract

LFIT is a well known declarative machine learning framework able to generate propositional logic twins of complex systems. It needs discrete input data. It has been successfully applied in further works to explain biases in different domains. This work aims to extend and improve LFIT capabilities on numeric domains.
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1. Motivation

Machine learning algorithms, specially deep learning approaches, have been successfully applied to an increasing number of different areas and applications and have become a de facto standard in many domains. In this context, the term machine learning is a rather metonymical use to stand for numerical or statistical machine learning models. These algorithms feed on huge amount of data to learn how to get answers similar to those of the data seen, when facing unseen new data. They mimic, in this way, the process implicit in the data and, the only reason that they usually provide to explain their decisions is that they choose the ones with higher probabilities among all the options. But, to mimic the process implicit in the available data implies to reproduce it, including unfair biases, regarding gender or ethnicity, for example. There exist domains in which, due to ethical or legal constraints, this skewed behaviour is not acceptable as, for instance, [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] reported.

Not only the scientific community is concerned by this issue, governmental initiatives have been also taken such as [15].
This scenario describes one of the main motivations for the emerging area that is being called explainable artificial intelligence or XAI [16]. In the last years, several conditions have been described to consider that a machine learning model is able to explain its decisions. Traditional opaque algorithms have been extended, enriched or sometimes wrapped in techniques to increase their explainability. [17] is one of the more complete surveys on this topic.

By the other hand, approaches based on discrete and declarative learning models coined, back in the late eighties [18], the terms strong and ultra strong to stand for essentially explainable (also called interpretable or transparent) machine learning models. Logic programming is one of the most powerful declarative paradigms that better fits for the ultra strong category.

Learning from interpretation transitions (LFIT [19]) is a very powerful declarative machine learning approach able to induce a propositional logic theory equivalent to the data which it feeds on. Its original goal was to produce a declarative (propositional logic) twin to some biological complex systems (metabolic pathways). The help of experts in Biology was needed to properly discretize the datasets describing the low-level chemical behaviour of the pathways. This contribution continues previous works of the authors ([20, 21]) as we describe in the proper section.

Both, pure statistical or pure declarative approaches are not the only option. Mixed approaches try to take advantage of the best characteristics of both of them. From our perspective and interests the most relevant are those that produce the representation of the knowledge learned by the algorithm with highest level of abstraction. One of these approaches is PSyKE [22]. PSyKE takes a step further than other previous approaches to extract knowledge from data sets by unifying them and translating them into first order (Prolog) theories. Its theoretical basis and guarantees rely on those of the underlying models, and most of them belongs to the statistical realm. Although we are mainly interested in declarative approaches PSyKE is focused in the unification of the extraction procedure to be expressed as first order logical theories what shares our general purpose approach.

One of the areas of interest for this work is the automatic assessment of personal profiles such as, for example, in automatic recruiting and hiring processes. Several recent works were focused on XAI for this domain [23, 24, 25, 26, 27].

Statistical machine learning models do their best on numerical data and usually need to transform categorical attributes into numeric, while declarative ones do the opposite. The benefit, or rather need, to discretize data before applying declarative models has been already reported, long time ago, such as in [28].

Our goal in this work is to improve the performance of LFIT for managing biases in automatic assessment of personal profiles and, by the other hand, to extend LFIT with some general purpose discretizers to be used in case of facing numerical information as it is the case in these scenarios.

The rest of the paper is organized as follows:

Section 2 describes the context of this research, paying special attention to how LFIT can be used to explain biases; available methods to design a general purpose discretizer for LFIT, both, unsupervised (biometric hashing) and supervised (CAIM); and a brief and intuitive description of LFIT. This section includes all the needed references.

Section 3 summarizes the main contributions of this paper that is focused on testing the viability of adding a general purpose discretizer to LFIT and improving its ability to handle
biases in demographic and biometric datasets, by means of this new module and by extending LFIT to overcome issues found in previous works.

Section 4 describes the steps taken, decisions made and experiments run to test the viability of adding a general purpose discretizer with CAIM and biometric hashing. In each case it has been checked that LFIT ability to explain biases is not worsen. Specific experiments have been designed to fully control and analyse each step to incorporate a complete version of biometric hashing to LFIT.

Section 5 is devoted to explain how LFIT itself has been extended to improve the accuracy of its explanations in general, but specially in demographic and biometric domains.

And finally section 6 summarizes the main conclusions of this research and describes our future plans and open lines.

2. State of the art

2.1. Explaining biases by symbolic XAI: LFIT

The authors of this contribution had some successful previous experience in explaining biases by means of LFIT [29, 20]. In this preliminary works, LFIT was applied for the first time for this purpose and some limitations and advisable further research lines were identified.

2.2. Discretization of numeric information in machine learning scenarios

The difficulty of handling numeric (continuous) information in some machine learning scenarios has been reported long time ago [30]. It is always possible to follow a naive approach and split numeric attributes with some ad-hoc technique. There exist several contributions that describe different approaches to discretization such as [31, 32, 33, 34, 35, 36, 37, 38, 39, 40] and some review on this topic, [41]. In these papers more systematic and automatic approaches are introduced, considering, for example, from rather simple equal width / frequency intervals to more sophisticated unsupervised and supervised approaches; some of them consider discretization as a special case of clustering; some others take into account statistical information drawn from the values of the numeric attributes as the aforementioned Chimerge [38] and its extension $\chi^2$ [39] that proposes the $\chi^2$ test to relate the values of the attributes; other approaches are based on the Shannon’s entropy concept, such as [40], that has been used for discretizing the inputs to TILDE [28], an ILP system used back in the late 90’s. Entropy is a concept widely used in these domains by systems as ID3 [42] or FUSINTER [43].

To get a really general purpose discretizer for LFIT we have to include options both for supervised and unsupervised scenarios.

The next two sections explain our choices.

2.2.1. Unsupervised discretizers: biometric hashing

The most interesting unsupervised discretizer for this work is biometric hashing that was introduced, proposed and tested by some of the authors of this contribution in [44]. Although its goal is different from that of this paper, it has characteristics very important for us.
Biometric hash is based on $k$-means [45] with which shares its best-known limitation: the number $k$ of clusters has to be provided.

Biometric hashing proceeds as follows: it designs, the best possible grouping of the attributes, with respect to its relevance, that have to be discretized among all their possible combinations, including also groupings that exclude some irrelevant attribute and the possibility for the groups to overlap by sharing some common subset of attributes. This optimization is delegated to an adequate algorithm. In [44] for example, a genetic engine is considered. $k$-means is used in each group and the group (its centroid) is labelled with Gray code to ensure that close groups differ in few bits. Finally, each value of the discretized attributes is labelled with the concatenation of the labels of its centroids of each groups. Biometric hashing generates, in this way, discrete values that keep the semantics included in the original attributes: the codes of close centroids differ in few bits. Keeping the semantics is the most important characteristic for us and it is why we have chosen biometric hashing as the unsupervised algorithm for our general purpose discretizer.

2.2.2. Supervised discretizers: CAIM

CAIM (Class-Attribute Interdependence Maximization) [31] locally maximizes the inter dependency between classes and attributes, and hence, it reduces the number of intervals needed to discretize. This is done by means of the definition of the CAIM criterion that normalizes this dependency between classes and attributes: the higher the criterion, the higher interdependency between class and attribute.

CAIM iterates, splitting the domains in each iteration, following the optimization of this criterion until no further improvement is accomplished.

CAIM is one of the discretizer better ranked in surveys such as [46] and, although it has been recently extended [37] and other models are also interesting, it still can be considered as a classic de facto standard supervised discretizer. We have chosen CAIM for our general purpose discretizer as a good option without any other experimental tests that could support and guarantee a better performance in any domain. Future experiments and developments will cope with this question. The goal of the current paper is to test the viability of a general purpose approach.

2.3. LFIT

Learning from interpretation transition (LFIT) [47] has been proposed to induce propositional logic twins of complex dynamic systems from the observation of its state transitions. From data captured from the domains of the systems, some discretization on them is needed to finally feed LFIT.

The LFIT framework actually includes a family of algorithms with their implementations that come from several extensions, generalizations and performance improvements: for memory-less deterministic systems [47], for systems with memory [48], for probabilistic systems [49], and for their multi-valued extensions [50, 51], for continuous data[52], and for learning system dynamics no matter their update semantics [53, 54]. LFIT can be used, then, to learn an equivalent propositional logic program that provides explanations for each given observation,
and thus, our bet has been to incorporate LFIT as an alternative to explain the decisions of opaque machine learning processes.

Another suggestive feature of LFIT is its ability to get in some way minimal propositional theories (programs) equivalent to the data seen. The rules learned by LFIT are prime implicant, all their condition a necessary to explain the outcome, making them the best candidates for actual causality explanation. In XAI scenarios, the relevance of explanations is an essential feature. Logical equivalence ensures relevance. Minimality ensures efficiency. Being the programs learnt by LFIT equivalent and minimal to the data, these programs’ size and structure could be considered a metric of the complexity of the semantics implicit in the data.

From the family of LFIT algorithms, GULA [53, 54] and PRIDE [55] are the ones that we have chosen. In particular PRIDE that improves GULA’s performance while keeping its theoretical properties we are interested in.

In the examples used to introduce PRIDE, the description of the census [56] dataset included in table 1 will be used. LFIT shares its logical notation with Prolog.

Roughly speaking we can consider that LFIT initially creates a clause to represent each single row of the dataset. The values of its input attributes are translated into the clause’s body and the target generated into its head.

Listing 1 shows an example of LFIT rules for the census dataset.

Listing 1: Prolog version of rules learnt by LFIT in the case study related to Table 1

\begin{verbatim}
class(0): ~age(3), education(6), maritalStatus(0), occupation(0).
class(0): ~age(4), workclass(0), education(1), occupation(8), relationship(0), nativeCountry(0).
class(1): ~education(7), maritalStatus(5).
class(1): ~age(2), education(8), occupation(10).
class(1): ~age(1), education(3), maritalStatus(2), occupation(9).
\end{verbatim}

The key concepts of the learning engine of LFIT are \textit{satate matching} and \textit{rule dominance}.

Informally, LFIT uses these two concepts to remove from the theory those rules that are more specific than others that includes them.

After iterating on the set of examples and ensuring that all of them are covered, LIFT gets the set of minimal rules equivalent to the set of examples. It is minimal because it includes the more general rules and also because all the conditions of their bodies are needed, that is, if any of them is removed, some examples end up not covered by the theory.

Formal and detailed explanations of LFIT and all these concepts can be found in the aforementioned literature. We will explain them by means of examples:

In Listing 2 you can see how clause $R_1$ dominates $R_2$ because they have the same head ($class(0)$) and $R_1$’s body is contained in that of $R_2$.

Listing 2: Example of rule domination

\begin{verbatim}
R_1 : class(0): ~education(6), maritalStatus(0).
R_2 : class(0): ~age(3), education(6), maritalStatus(0), occupation(0).
\end{verbatim}
We have informally used so far the expression *a clause covers an example*. From a formal viewpoint examples are considered *states*, clauses and rules are synonymous and *to cover* is formally expressed as *a state and a rule match*.

Listing 3 shows an example of rule-state matching: state $s_1$ and rule $R_1$ does because $s_1$ is contained in $R_1$'s body.

Listing 3: Example of rule-state matching

\[
s_1 : \text{age}(3), \text{education}(6), \text{maritalStatus}(0), \text{occupation}(0)
\]
\[
R_1 : \text{class}(0) : - \text{education}(6), \text{maritalStatus}(0).
\]

From the declarative viewpoint of LFIT, the focus is on the qualitative guarantee of learning a logical version equivalent to the observed system. Regarding equivalence, the version is equivalent or it is not. If the model fails in 1% of the examples, equivalence is lost in the same way than if it had failed in 20% or 60% of the examples.

From the viewpoint of the statistical approaches it is very important to take into account the *amounts*. For example, the output of deep-learning classifiers is based on a quantitative criterion such as to choose the label with the highest probability.

It could seem that the qualitative behaviour of LFIT does not matter; but this is not exactly true.

LFIT can easily collect qualitative information, such as how many states (input examples) match each rule. This numerical information can be used as weights, both to better explain and understand the process, but also to incorporate predicting capabilities to the declarative version. This option has been explained and explored in [57, 58].

### 3. Contributions of this paper

Main contributions of this paper can be summarised in the following two points: to add to LFIT a general purpose discretizer that improves its ability to explain hidden semantic relationships on numeric domains; and extend LFIT itself to improve its expressiveness to explain demographic and biometric datasets, for example, to detect biases. Being more specific we can reformulate this two main goals in supporting or rejecting the following intuitive opinions or hypothesis:

- It is not clear that CAIM finds the best number of clusters (optimum) for any clustering algorithm.
- It seems that supervised discretizers outperform unsupervised ones, but unsupervised ones worth depending on the availability of the right number of clusters.
- It seems that the discretization used matters for LFIT
- It seems that biometric hashing used as a general purpose discretizer does not worsen the expressive power of other ad-hoc discretizers.
Table 1

Names, values and codification of the dataset about incomes. Attributes of type C take integer or real continuous values and they are uniformly discretised. Attributes of type D are originally discrete and are numerically coded from 0 to the maximum needed value.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Meaning</th>
<th>Type</th>
<th>Codification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age of the individual (years)</td>
<td>C</td>
<td>{0,1,...,7}</td>
</tr>
<tr>
<td>Workclass</td>
<td>Work type (self employment, private,...)</td>
<td>D</td>
<td>{0,1,...,6}</td>
</tr>
<tr>
<td>Fnlwgt</td>
<td>Demographic weight (row) from census</td>
<td>D</td>
<td>{0,1,...,14}</td>
</tr>
<tr>
<td>Education</td>
<td>Highest academic degree</td>
<td>D</td>
<td>{0,1,...,15}</td>
</tr>
<tr>
<td>Marital status</td>
<td>Civil status</td>
<td>D</td>
<td>{0,1,...,3}</td>
</tr>
<tr>
<td>Occupation</td>
<td>Individual’s job sector</td>
<td>D</td>
<td>{0,1,...,13}</td>
</tr>
<tr>
<td>Relationship</td>
<td>Present individual’s relationship</td>
<td>D</td>
<td>{0,1,...,5}</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Ethnic group</td>
<td>D</td>
<td>{0,1,...,4}</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>D</td>
<td>{0,1}</td>
</tr>
<tr>
<td>Capital gain</td>
<td>Increase in individual’s capital asset</td>
<td>C</td>
<td>{0,1,...,9}</td>
</tr>
<tr>
<td>Capital loss</td>
<td>Decrease in individual’s capital asset</td>
<td>C</td>
<td>{0,1,...,4}</td>
</tr>
<tr>
<td>Hours per week</td>
<td>Spent on work (average)</td>
<td>C</td>
<td>{0,1,...,9}</td>
</tr>
<tr>
<td>Native country</td>
<td>Country of origin</td>
<td>D</td>
<td>{0,1,...,40}</td>
</tr>
<tr>
<td>Income level</td>
<td>Individual’s class of income (&lt;= 50, &gt; 50)</td>
<td>D</td>
<td>{0,1}</td>
</tr>
</tbody>
</table>

- It seems that extending LFIT by incorporating from the dataset under consideration, some measure of the weights that actually each rule has, ends up in quantitatively more accurate programs.

In this paper we have used tree datasets:
The UCI wine dataset [59]: a well-known labeled numeric dataset about some Italian wines’ characteristics. It contains thirteen continuous attributes: alcohol, malic acid, ash, alcalinity of ash, magnesium, total phenols, flavanoids, nonflavanoid phenols, proanthocyanins, color intensity, hue, OD280/OD315 of diluted wines, and proline; in addition to a categorical target about wine’s quality that considers three different classes of wine.

The US 1994 census [56] that is described in table 1.
The FariCV db dataset detailed described in [29, 20].

4. General purpose discretizer for LFIT

Roughly speaking, from the machine learning viewpoint, any domain should be able to be faced either from supervised or from unsupervised approaches (or even from both). We have, hence, integrated with LFIT a general purpose discretizer that includes both options. The researcher can select the one that fits its domain.

From the unsupervised viewpoint we take in this work the first steps to check the viability of incorporating biometric hashing. From the supervised one we have choosen CAIM that could be considered as a de facto standard.
4.1. Supervised vs unsupervised discretization for LFIT

4.1.1. Rough comparison of raw precision of LFIT predictions

In order to compare CAIM and biometric hashing, labeled datasets are needed. We have chosen the wine dataset \[59\]. We have, in addition, reduced biometric hashing to the standard grouping (as many groups as attributes and with a single attribute in each group) in order to highlight the differences with CAIM when separately discretizing each attribute. CAIM automatically suggests the most adequate number of clusters for each attribute. In this experiment, CAIM found that three clusters was the best number no matter which of the thirteen attributes. To compare standard biometric hashing with CAIM all the combinations of different number of clusters for each of the thirteen attributes should be checked. In this first proof of concept we decided to take a preliminary look at the behaviour of the discretizers analyzing by hand as many aspects as possible to be able to explain step by step what we find. We decided to mimic in some way CAIM’s results using the same number of clusters for all the attributes and to compare CAIM vs the reduced biometric hashing considering 2 to 10 clusters. The performance of LFIT on the discretized dataset generated by each method was computed as the percentage of hits when predicting the class on the test portion of the dataset. Figure 1 compares both methods.

This preliminary test supports the intuitive initial assertion: supervised clustering should outperform unsupervised techniques. It is shown that, in some way, CAIM’s performance sets an upper bound that of basic biometric hashing. By the other hand, CAIM’s results are 45 hits, of a total of 59 (76.27% of success) The other detailed values are provided in table 2. It can also be seen that other of our hypothesis is also supported: unsupervised methods worth when you find the right number of clusters. In this case, both 5 and mainly 2 are comparable to CAIM. In the specific case of 2, both methods get the same performance.

A last consideration could be drawn from this experiment. Standard biometric hashing does better for 2 and 5 clusters than for 3. CAIM algorithm automatically choses 3. So, some informal evidence is provided against the aforementioned intuition: CAIM finds a global optimum number of clusters useful for any other clustering algorithm.
Table 2
Std. biometric hashing

<table>
<thead>
<tr>
<th># de clusters</th>
<th>Aciertos</th>
<th>Total</th>
<th>% de aciertos</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>45</td>
<td>59</td>
<td>76.27</td>
</tr>
<tr>
<td>3</td>
<td>42</td>
<td>59</td>
<td>71.19</td>
</tr>
<tr>
<td>4</td>
<td>38</td>
<td>59</td>
<td>64.41</td>
</tr>
<tr>
<td>5</td>
<td>44</td>
<td>59</td>
<td>74.58</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>59</td>
<td>61.02</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>59</td>
<td>67.80</td>
</tr>
<tr>
<td>8</td>
<td>39</td>
<td>59</td>
<td>66.10</td>
</tr>
<tr>
<td>9</td>
<td>39</td>
<td>59</td>
<td>66.10</td>
</tr>
<tr>
<td>10</td>
<td>37</td>
<td>59</td>
<td>62.71</td>
</tr>
</tbody>
</table>

Figure 2: NPs of each attribute, CAIM+LFIT vs basic biometric hashing+LFIT

4.1.2. Assessment of the explainability of discretizers

To compare the information retained by each discretizer we repeat the kind of analysis of [20] based on NP with wine dataset. Figure 2 summarizes the results of this experiment. Remember that all the NPs for the same method add up 1 and, hence, the total of blue columns is 1 (same for the orange ones).

Figure 2 shows that both discretizers catch the most relevant set of attributes (alcohol, malic acid, ash, alcalinity of ash and magnesium). But some relevant differences are also clear:

The relevance of some attributes such as total phenols and flavanoids is the opposit depending on the discretizer.

Some other attributes disappear for CAIM (nonflavanoid phenols, proanthocyanins, color intensity or proline).

So, this first proof of concept supports the aforementioned hypothesis: **the discretizer used matters**
4.2. Discretization and biases detection by LFIT

The main goal of our work is to improve the way in which LFIT handles biases. Discretization is important to tackle datasets with numeric attributes. But we have to ensure we do not worsen the already proven ability of LFIT to detect and explain biases.

To get it, we have reproduced the experiments run in [20] on the FairCV and US 1994 census databases.

4.2.1. Biases on FairCV db with general purpose discretizers

[20] describes how LFIT can be used to identify gender and ethnic biases by performing simple statistics comparing how many times these attributes increases and with which value between biased and unbiased datasets.

In this case we have replaced the equal width approach by the basic biometric hashing. [20] contains a detailed description of the FairCV dataset. Among its characteristics, the most relevant for the current work is that it contains one numeric attribute (work experience) and one numeric target (the score given to the CV). Three different targets (scores) are given: an unbiased one, and two biased scores, respectively by gender and by ethnicity.

This characteristic (numeric targets) is incompatible with CAIM that requires discrete targets. So, the only option included in our systems for this kind of data is biometric hashing.

In this case, with just a single numeric attribute, biometric hashing reduces to \(k\)-means with Gray codes for the centroids.

The next decision in this case is the number of clusters. We have decided to use the same number than in [20] (6 for the input attribute and 4 for the targets). For checking the relevance of all the input attributes in the dataset, in [20] different scenarios were considered to include an input attribute at a time (from \(s_1\) to \(s_{11}\), this last one considers all the input attributes).

The parameters \(AIP\) (absolute increment percentage) were used. They, in fact, measure the increment of the absolute frequency of an attribute (how many times it appears in the conditions of the clauses learnt by LFIT) between two LFIT programs (one unbiased and another biased) with respect to the second one (the biased, in this case). The intuitive interpretation of these parameters is that the higher the AIP the attribute is a more important cause of bias.

![Figure 3: AIP\(_{s_{10.4}}\) - AIP\(_{s_{1.4}}\) wrt biased-gender](image1)

![Figure 4: AIP\(_{s_{11.5}}\) - AIP\(_{s_{1.5}}\) wrt biased-gender](image2)

Figures 4, 3, 6, 5 graphically show the \(AIP\) of each attribute. They are very similar to those in [20] and the interpretation is the same: the gender bias seems to be caused by the attribute...
gender and the ethnicity bias seems to be caused by ethnic group because they are those that increment their presence the most as a condition in the clauses of the LFIT program comparing the unbiased version with the biased one.

In [20] the relevance of each value of the attributes were also studied by means of the parameter \textit{partial weight (PW)} for every attribute, that accumulates how many times each specific value of the attribute appears as argument in the conditions of clauses for every value of the target in the head of the clauses. Figures 11 and 12 show the PWs for gender and figures 13 and 14 show that of ethnic group. In figure 12, for example, PW for gender male and unbiased score 4 counts how many clauses in the program learnt by LFIT from unbiased scores include as condition \textit{gender(male)} and as head \textit{score(4)}.

These figures express the same information explained in [20]: the higher values of each color shows the specific score value for which the considered attribute value is more relevant. In the case or data biased by gender: female for lower scores (2 and 1), and male for higher. In the case of ethnic bias: lower scores (2 and 1) for ethnic groups different from Caucasian, and higher for Caucasian. You can also see in these figures how the higher scores increase more when biasing data for male and Caucasian ethnicity while lower scores does the same for male and other ethnic groups.

4.2.2. Biases on US 1994 census with general purpose discretizers

A similar procedure has been followed on census. In this case (the target is discrete) both approaches (CAIM and biometric hashing) are applicable. [20] describes how LFIT can be used to identify gender and ethnic biases by performing simple statistics counting how many times these attributes occurs for high and low earnings.

We have decided to compare CAIM with standard basic biometric hashing on single attributes; and to keep the same number of clusters used in [20], that is, 8 for age, 10 for capital gain and hours per week; and 4 for capital loss. In this case \textit{NP} parameter is used no normalize \textit{PWs}. This dataset has no unbiased version so we keep the hypothesis of [20]: high or low income usually are biased by gender and ethnic group.

Figures 7, 8, 9, and 10 show the same behaviour seen in [20]: higher incomes are more probable for Caucasian males.

A closer comparison between CAIM and basic biometric hashing suggests that CAIM’s
discretization could allow LFIT to amplify in some way the relevant information under consideration: in this case the role of gender and ethnic group to skew the incomes in US. This slightly supports one of our hypothesis: **supervised discretizers should outperform unsupervised ones**.

Although more experiments have to be done, We can conclude that these results support one of our hypothesis: **biometric hashing used as a general purpose discretizer does not worsen the expressive power of other ad-hoc discretizers**.
4.3. Biometric hash inspiration in the general purpose discretizer

Biometric hash’s advantages have been previously described. Although the domain in which this recent technique has been proposed is different from ours, a general purpose discretizer should include features such as being unsupervised, to automatically search for the best grouping of numerical attributes and to label the clusters’ centroids in such a way that similar labels stand for close clusters. Regarding the first point, biometric hash is, in fact, based on \textit{k-means}. Regarding the second one, it is able to, even both: discarding irrelevant attributes, but also considering overlapping groups to cope with complex relationships between them. Regarding the third one, biometric hash concatenates the gray codes of the projection of each centroid’s on each group to get a label that ensures that close centroids differ in few bits.

To check its viability as a general discretizer, we propose a method inspired by biometric hashing adapting its features in this way:

In the basic case, a single numeric attribute is handled by biometric hash by applying \textit{k-means} and labeling each centroid with gray codes. This is the standard procedure already considered in this work.

Biometric hashing includes a module to find the better grouping of characteristics. It is, in fact, an optimization problem usually solved by means of search techniques. We have decided to explicitly analyze all the possible groupings by hand in a proper dataset. In this first test, we have adopted two assumptions: all the attributes in the dataset are relevant and independent from each other. This implies some constraints to the grouping: all the attributes should belong to any group of the grouping (relevance) and only to one (independence).

After designing the best grouping of attributes, the biometric hashing concatenates the codes of all the centroids of each group in that grouping to generate a single label to each combination of the grouped attributes. Our general purpose approach has to potentially cope with datasets with lots of numerical attributes (as in the case, for example, of any scenario that includes images) what eventually could, if the best grouping includes too many groups of attributes, ends up with an attribute with lots of different values represented as large binary numbers, and hence, from a practical viewpoint, this attribute will be indistinguishable from any other numeric information. In this first proof of concept we have decided to keep each group in the grouping separate and not to concatenate their labels.

To check the viability of biometric hashing as a general purpose unsupervised discretizer
for LFIT. We have choosen the 1994 US census dataset [56] because it contains four numeric attributes (age, capital gain, capital loss and hours per week) that can easily be reduced to three by subtracting capital loss from gain to compute a single attribute (capital). If these three numeric attributes are respectively named \( n_1, n_2 \) and \( n_3 \), our two assumptions (relevance and independence) reduce, in fact, the possible combinations to the groups \( g_1 = \{n_1\}, \{n_2\}, \{n_3\} \) (this is the reference grouping to compare with), \( g_2 = \{n_1, n_2, n_3\} \), \( g_3 = \{n_1, n_2\}, \{n_3\} \), \( g_4 = \{n_1\}, \{n_2, n_3\} \) and \( g_5 = \{n_1, n_3\}, \{n_2\} \).

Once we have seen that k-means with the standard grouping catches the same biases than equal-width intervals used in [20] we have looked by hand for the best grouping among those previously described. Figure 15 and 16 show the \( N \cdot P \) for each attribute compared with each group. The best grouping should be at least as good as \( g_1 \). All the groupings seem to be useless because they apparently put together information whose combination is incoherent with the semantics of the dataset. In figure 16, nevertheless, you can see that \( g_5 \) is a quite reasonable grouping. \( g_5 \)'s behaviour is similar to that of \( g_1 \) for all the attributes possible. In addition \( g_5 \) is the only one that seems to accumulate the information contained in the attributes it includes (age, and hours per week). The arrows in the figure show that NP for \( g_5 \) accumulates the information of both attributes (the height of its column seems to accumulate the sizes of the others). So, we can conclude that \( g_5 \) is able to put together its attributes without losing information.

5. Improving biases detection by LFIT

The other main goal of this paper is to improve the ability of LFIT to handle biases extending LFIT to specifically face datasets with the typical structure that of demographic and biometric scenarios.

Our proposal takes advantage of a characteristic of the LFIT’s learning engine: each clause added to the learnt program, reduces the positive examples set in those that it can explain. So, it is possible to know how many examples are covered by each clause.

In addition, in biometric and demographic scenarios it is usual (and sometimes mandatory) the inclusion of some final weight information that represents how many real cases is covered
by each single row in the real dataset.

LIFT has been extended to accumulate the final weight of each row when the number of actual examples covered by each rule is computed.

Once LFIT provides the researchers with this value, all the parameters and graphics shown can be (re)calibrated to cope with the final actual weight that each clause has.

In this fist proof of concept the experiments in section 4.2.2 have been repeated with the extended LFIT version.

Figures 17, 18, 19, and 20 shows the new version of the same figures of section 4.2.2 corresponding to the extended LFIT version re calibrated to take into account the actual weight of each rule.

It is clear that the qualitative information about the origin of the biases is the same but the quantitative values are much more accurate.

Although further experiments are needed, these preliminary results support one of our hypothesis: extended versions of LFIT that allow to incorporate from the dataset under consideration, some measure of the weights that actually each rule has, ends up in quantitatively more accurate programs.

Figure 17: Weig. gender NP, biom. hash in census

Figure 18: Weig. ethnic group NP, biom. hash in census
6. Conclusions and further research lines

This paper represents a proof of concept for incorporating to LFIT a general purpose discretizer that includes CAIM and biometric hashing respectively as supervised and unsupervised methods. Experiments suggest that LFIT will be able to cope with general numeric datasets.

This research has also extended LFIT to improve the accuracy of its explanations when dealing with demographic or biometric datasets that usually include information of the final weight that each row of the dataset actually has.

In addition, the experiments done have supported the answer to all the questions introduced in section 3.

In the future we plan new experiments to deeply analyse all these questions and to apply the new extended LFIT version to numeric domains already introduced:

- Does CAIM find the best number of clusters?
- Do supervised discretizers outperform unsupervised ones?
- Is the discretization used able to get different LFIT results?
- Does biometric hashing used worse the expressive power of other ad-hoc discretizers?
- To incorporate some measure of the weights that actually each rule has ends up in quantitatively more accurate LFIT results?
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