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Abstract
As the data landscape continues to expand, the task of identifying relevant documents becomes increasingly complex,
especially when dealing with diverse and varied data sources. Traditional keyword-based search systems struggle to capture
the subtle contextual meaning of search queries. Semantic-based search, leveraging open data knowledge graphs, offers a
solution by understanding contextual meaning. However, its effectiveness relies heavily on the quality and completeness
of the underlying data used to define these semantics. However, incomplete data can lead to spurious results and a lack of
relevance in the retrieved documents. To bridge this gap between user search interest and retrieval outcomes, we propose
integrating domain-specific alignment into the search process. Our research aims to achieve this through the development of
a semantic-driven data processing pipeline, laying the foundation for seamless semantic-oriented retrieval. This approach
includes metadata extraction, considering domain-specific keywords and structural metadata from heterogeneous data sources.
We enhance metadata by identifying latent terms using language models. Furthermore, we incorporate latent concepts and
domain-specific information gathered from domain experts into a special knowledge graph construct- a ‘concept graph’.
Our primary focus is on identifying relevant concepts from this graph, aligning with semantic and contextual aspects of
the specified search intent. Our proposed document retrieval system, which combines the concept graph with semantics,
is implemented using data from the Government of Karnataka, India. This approach addresses the administrative need to
extract relevant documents from data silos, offering an alternative approach to traditional methods. Extensive evaluations
demonstrate the proposed system’s superior performance in terms of true positive results compared to baseline systems like
Lucene, Elasticsearch, and Doc2Vec.
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1. Introduction
In the field of document retrieval, it is essential to have a
deep understanding of the context behind search queries
in order to effectively retrieve relevant documents [1].
Traditional methods of document retrieval have evolved
from simple pattern matching to incorporating artificial
intelligence (AI) (including knowledge graphs, and ma-
chine learning (ML) algorithms that facilitate to consider-
ation of cognitive aspects of search intent). The conven-
tional document retrieval process involves three main
tasks: indexing, searching, and ranking. The accuracy of
a document retrieval (DR) system primarily relies on the
searching ability to retrieve relevant concepts from the
document collection.

In the realm of data retrieval, traditional keyword-
based search methods have limitations in capturing con-
text and semantics. The proposed research explores
concept-based and semantic-based search approaches,
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shedding light on their potential to improvise document
retrieval by incorporating domain-specific concepts and
semantic understanding.

The existing literature exploring document retrieval
methods predominantly stems from the following key ap-
proaches: keyword-based, concept-based, and semantic-
based techniques. Keyword-based search employs string-
matching techniques to retrieve documents, but this ap-
proach limits the system’s ability to search beyond the
exact search words and capture semantic relationships,
thus missing out on contextually relevant documents
[2, 3]. Concept-based searching enables the inclusion of
domain-specific aspects during the search process. In-
stead of indexing documents based on individual terms,
documents are indexed based on concepts, allowing for
the retrieval of contextually relevant documents [4]. This
approach relies on the accurate representation and com-
prehensive coverage of domain knowledge in the form
of concepts. The semantic-based search approach [5, 6],
on the other hand, focuses on understanding the under-
lying meaning of the search intent. It typically utilizes a
common knowledge base to achieve this understanding
[7]. In general, by leveraging up-to-date and in-depth
knowledge, a DR system is better equipped to compre-
hend semantics, leading to the retrieval of more relevant
documents.

Consider the following scenario: Let 𝐷 denote the
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Figure 1: Motivation: Leveraging domain knowledge and semantics for document retrieval

set of documents as 𝑑1, 𝑑2, . . . , 𝑑𝑛, where each docu-
ment 𝑑𝑖 is a subset of a universal set of words 𝑊 . Sim-
ilarly, let 𝑆 represent the search string, which is a set
of specific words contained within 𝑊 . Keyword-based
search retrieves documents 𝐷𝐾 , defined as 𝐷𝐾 = {𝑑𝑖 ∈
𝐷|𝑆 ∩ 𝑑𝑖 ̸= ∅}, where the relevance of documents in
𝐷𝐾 is determined by the frequency and proximity of
search words within each document 𝑑𝑖.

Concept-Based Search retrieves documents 𝐷𝐶 , de-
fined as 𝐷𝐶 = {𝑑𝑖 ∈ 𝐷|𝐶𝑜𝑛𝑐𝑒𝑝𝑡(𝑆)∩𝐶𝑜𝑛𝑐𝑒𝑝𝑡(𝑑𝑖) ̸=
∅}. Here, 𝐶𝑜𝑛𝑐𝑒𝑝𝑡(𝑑𝑖) refers to the set of concepts as-
sociated with document 𝑑𝑖, and 𝐶𝑜𝑛𝑐𝑒𝑝𝑡(𝑆) represents
concepts related to the search string. Relevance in 𝐷𝐶 re-
lies on the extent of overlap between conceptually related
words within documents and the search query.

Semantic-Based Search identifies documents 𝐷𝑆 , with
𝐷𝑆 = {𝑑𝑖 ∈ 𝐷|∃𝑤𝑜𝑟𝑑𝑠𝑑 ∈ 𝑑𝑖,∃𝑤𝑜𝑟𝑑𝑠𝑠 ∈ 𝑆 :
𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐_𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑤𝑜𝑟𝑑𝑠𝑑, 𝑤𝑜𝑟𝑑𝑠𝑠)}. These are
documents within 𝐷 containing words that are semanti-
cally related to those in the search string. Relevance in
𝐷𝑆 considers the degree of overlap between semantically
related words within documents and the search query,
taking into account the intended semantics and context
of the query.

In Fig. 1, Part 1 provides an illustrative example of
the document retrieval process for the search string ‘Ve-
gan Fiber’ using different approaches. When employ-
ing keyword-based methods for searching, only the file
Fiber Trading is retrieved, as it contains the specific term
‘Fiber’. All the other files related to different fibers remain
unidentified. In the concept-based retrieval approach, the

concept of Sewing Materials is closest concept associated
with search term ‘Vegan Fiber’ and hence it retrieves Jute
(J11, J12), Flax (J21, J22), Cotton (J31, J32), Silk (A11, A12),
Wool (A21, A22), Fur (O11, O12), Feathers (O21, O22), and
Fiber Trading. On the other hand, the semantic-based
search, the most relevant entity to the search string is
vegan food is used to fetch the documents- Flax (J21, J22).

It has been observed that relying solely on domain
knowledge or semantics is not sufficient for retrieving
relevant documents. Therefore, in this research, the aim
is to combine domain knowledge, represented as knowl-
edge graphs capturing the concepts from domain knowl-
edge as concept graphs, with semantics to enhance doc-
ument retrieval. By leveraging semantics, the research
seeks to enrich the domain knowledge and improve the
identification of relevant concepts, which in turn leads to
more accurate document retrieval[8]. In Figure 1, Part 2,
the diagram portrays the rationale behind the proposed
research that combines domain knowledge and semantic
analysis for document retrieval. For instance, search-
ing for ‘Vegan Fibers’ yields the concept ‘Plant Based
Threads,’ resulting in the retrieval of relevant documents
like ‘Jute,’ ‘Flax,’ and ‘Cotton.’ The proposed approach,
Semantic-based Document Retrieval (SemDR), optimizes
retrieval by blending domain expertise with semantics.

2. Research Contribution
The proposed cognitive retrieval of documents consists
of three main steps: Semantic Pipeline, Constructing Se-
mantic Concept Graph, and Semantically Retrieving the



Figure 2: Proposed Approach: The use of Group Steiner Tree to identify optimal path with relevant concepts in the document
retrieval process

documents and linking them to perform exploratory analyt-
ics. The Algorithm1 elaborates the overall process with
the functional flow of the proposed system and Figure 2
depicts the architectural flow with an illustration.
Semantic Pipeline. The primary task of the semantic
pipeline is to link documents to the concepts identified
from domain knowledge. The of linking is based on
the semantics and leverages a knowledge graph built
over domain knowledge. The first step in data process-
ing is handling the heterogeneity associated with data
sources. The pipeline considers a set of Documents 𝐷
and generates the metadata for each 𝑑𝑖 ∈ 𝐷. Along with
capturing structural metadata like type, format, size etc.;
the emphasis is on capturing the words for each 𝑑𝑖 that
describes the document. Further, the lexical database
WordNet is used to extend the captured words to enrich
the 𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝑑𝑖).

The other key input to the system is the domain
knowledge describing nuances in the form of concepts,
the description of each concept and the relationships
among concepts. A similar process is applied by the se-
mantic pipeline to capture metadata for each concept
𝑀𝑒𝑎𝑡𝑎𝑑𝑎𝑡𝑎(𝑐𝑖). To understand the semantic bonding
and link the document 𝑑𝑖 with respective concepts 𝑐𝑖, the
proposed approach uses the large open data corpus. The
intuition behind using open data is to capture underlying,
abstract relationships beyond direct semantic similarity,
enhancing the depth of mapping.

The corpus from the Wikipedia document dump is
leveraged for clustering the content from Wikipedia doc-
uments and extracting top keywords that characterize
each cluster[9]. Subsequently, the metadata of both doc-
uments and concepts are associated with a common ref-
erence point - cluster.
Semantic Similarity: To understand the semantic similar-

ity between two words, the proposed system employs
the Wu-Palmer score [10, 11]. Wu-Palmer considers the
depth of common ancestors in a taxonomy (like Word-
Net), making it better for capturing nuanced semantic
relationships in word pairs compared to simpler methods
like path-based similarity.

The semantic similarity function serves a technical
role in linking documents with concepts and concur-
rently constructing a semantic concept graph. During
the linking operation, it identifies the cluster with the
highest semantic similarity score, which is then utilized
to establish mappings between documents and concepts.
This similarity assessment is based on the comparison of
semantic vectors derived from the top words within the
cluster and the metadata of documents or concepts. The
linking process can be defined as,
(𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝑑𝑖) ↦→ 𝑥)∧(𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝑐𝑖) ↦→ 𝑥) ⇒ 𝑑𝑖 ↦→
𝑐𝑖
where 𝑑𝑖 represents the document, 𝑐𝑖 represents the con-
cept, 𝑥 represents the cluster, ↦→ denotes the mapping
relationship established using semantic similarity score.
Constructing Semantic Concept Graph. To enable
search based on domain knowledge and semantics, the
essential steps involve creating a semantic concept graph
specific to the domain and implementing a traversal al-
gorithm to identify the most pertinent concepts from
the graph. The previous section elaborates on concepts
and metadata for each concept. The concepts given as
input (as a part of the domain information) serve as the
nodes in the concept graph. The relationships between
these concepts are captured in two ways- the relationship
among concepts mentioned in the domain information
and another way by using a semantic similarity score.

Concepts with higher semantic similarity (Wu-Palmer
scores) indicate a closer semantic relationship. Based



on the semantic similarities, the system groups together
concepts that share common contexts. These logical en-
tities, referred to as latent concepts, represent cohesive
groups of semantically related concepts within the con-
cept graph.
Let 𝐺 = (𝐶,𝑅) represent a semantic concept graph,
where: 𝐶 is a finite set of concepts, which can be par-
titioned into two subsets: 𝐶𝑑𝑖𝑟𝑒𝑐𝑡, comprising concepts
derived directly from domain knowledge, and 𝐶𝑙𝑎𝑡𝑒𝑛𝑡,
representing logical nodes denoting groups of similar
concepts. Mathematically, 𝐶 = 𝐶𝑑𝑖𝑟𝑒𝑐𝑡 ∪ 𝐶𝑙𝑎𝑡𝑒𝑛𝑡.
𝑅 is a finite set of undirected edges between pairs of
concepts. These relations consist of two distinct sub-
sets: 𝑅𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑢𝑎𝑙, responsible for capturing hierarchi-
cal connections and dependencies among various con-
cepts within the domain, and 𝑅𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐, linking con-
cepts exhibiting substantial semantic similarity. Formally,
𝑅 = 𝑅𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑢𝑎𝑙 ∪ 𝑅𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐. The semantic concept
graph, incorporating the latent concepts and their con-
nections, is utilized to identify concepts that are relevant
to the search interest. By traversing the graph, the sys-
tem can determine the most relevant concepts related
to the search query, which in turn helps in retrieving
pertinent documents [12].
Identifying Relevant Concepts using Group Steiner Tree:
The concepts that hold the highest similarity score with
the search string are used as anchor nodes (aka terminal
nodes). The anchor nodes serve as starting points for
identifying the most relevant concepts. To determine the
most relevant concepts, the system analyzes the paths
within the semantic concept graph that connect these
anchor concepts. The goal is to find an optimal path
that covers the maximum possible ( ideally all) anchor
concepts [13, 14]. To achieve this, the research work
leverages a group Steiner tree approach. This approach
takes into account the relaxed anchor concepts, which are
replaced by the corresponding latent concepts (semantic
groups).

By leveraging semantic groups, the system enhances
its ability to identify semantically relevant concepts and
establish a path that covers all the anchor concepts. The
group Steiner tree algorithm employed in the system
traverses the semantic groups within the semantic con-
cept graph. It aims to identify the path that includes
all the anchor concepts, ensuring that no anchor con-
cept is left out. By traversing the semantic groups and
establishing the optimal path, the algorithm identifies
a set of concepts that are considered the most relevant.
These concepts play a crucial role in addressing the user’s
search intent and retrieving pertinent documents. The
retrieved documents are linked semantically and used
for further analyses.

The proposed approach is illustrated in Fig. 2 through
a case study. The search term ‘Fiber Export’ is closely
associated with the concepts ‘Fiber’ and ‘Agricultural

Algorithm 1 Generic Framework
Input: Domain Knowledge 𝐷𝐾 , Search String 𝑆, Docu-
ments 𝐷 = {𝑑1, 𝑑2, . . . , 𝑑𝑛}
Output: Relevant_Documents 𝑅𝐷

𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝐷)← 𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐_𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒(𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠)
𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝐶)← 𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐_𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒(𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑠)
𝐶_𝑙𝑖𝑛𝑘𝑒𝑑_𝐷 ← 𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐_𝐿𝑖𝑛𝑘𝑖𝑛𝑔(𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝐶),𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝐷))
𝐶𝐺← 𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐_𝐶𝑜𝑛𝑐𝑒𝑝𝑡_𝐺𝑟𝑎𝑝ℎ(𝐷𝐾 ,𝑀𝑒𝑡𝑎𝑑𝑎𝑡𝑎(𝐶))
𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡_𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑠← 𝐺𝑟𝑜𝑢𝑝_𝑆𝑡𝑒𝑖𝑛𝑒𝑟_𝑇𝑟𝑒𝑒(𝐶𝐺,𝑆)
𝑅𝐷 ← 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡_𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙(𝐶_𝑙𝑖𝑛𝑘𝑒𝑑_𝐷,𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡_𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑠)
Return Relevant Documents 𝑅𝐷

Export’, which are considered as anchor concepts. The
latent concepts ‘Group 1’ - ‘Agricultural Transport’ and
‘Group 2’ - ‘Thread Materials’ are taken into account to
identify the Group Steiner Tree that encompasses all
anchor concepts. Multiple paths exist that cover the
anchor concepts, but the optimal path is chosen based on
the inclusion of concepts from the latent concepts. This
is because these concepts are semantically related to the
anchor concepts and indirectly linked to the search term.
In the case study, path 3 is chosen as an optimal path and
that gives relevant concepts ‘Jute’ and ‘Jute’ Export to
fetch the relevant documents.

3. Experimental Setup
The system is developed using authentic data supplied
by the Government of Karnataka, with the aim of ac-
quiring semantically relevant documents to support ad-
ministrative decision-making[15]. Table 3. (b) illustrates

Table 1
System Evolution: The impact of knowledge component in
document retrieval

Version Description of the Sys-
tem

Average Docu-
ments Retrieved
over 170 queries

V1 No semantic component 12
V2 Addition of concepts and re-

lationships
40

V3 Knowledge updated using
fact generation

50

V4 New facts added based on
semantic knowledge

62

how incorporating knowledge enhances the outcome
of document retrieval. The initial version (v1) lacks any
knowledge component, while the subsequent version (v2)
improves by including basic domain knowledge, encom-
passing concepts and relations. The following version
(v3) takes into account relations and incorporates new
facts into the knowledge graph. Finally, the ultimate



version (v4) further enriches the knowledge by consider-
ing semantic relevance. The figures in the table depict a
trend highlighting the progressive impact of knowledge
on document retrieval.

To evaluate the effectiveness of the proposed system,
a comparative study is conducted considering three base-
line systems: Lucene [16], Doc2Vec [17], and Elastic
Search [18]. The performance evaluation involves uti-
lizing a benchmark that consists of 170 search queries
manually gathered from both domain experts and sys-
tem users. A subset of these queries is also formulated
to represent government use cases. These queries are
then employed to conduct tests on real-world data1, serv-
ing the purpose of assessing the system’s performance.
These queries cater to various user needs and include QS1,
which involves straightforward keyword searches; QS2,
enhancing queries with geographic tags to find location-
specific data; QS3, adding temporal tags to search for
time-specific information; QS4, allowing more complex
indirect queries with filters and operators; and QS5, a col-
laborative approach combining domain experts’ knowl-
edge with direct and indirect search terms. Rigorous

Figure 3: System Performance with respect to different query
types

evaluation and verification procedures are employed, in-
volving domain experts, to ensure the validity and accu-
racy of the obtained results. In Figure 3, the representa-
tion showcases the True Positive values across various
baseline systems concerning distinct search queries that
include location and time tags. Notably, the performance
of these systems shows variations based on the query
types. SemDR consistently demonstrated the most stable
overall performance, successfully retrieving relevant re-
sults for queries of all types. LUCENE and Elastic Search
also demonstrated better performance, especially when
it came to Direct Query searches complemented by addi-
tional location and time tags (QS2 and QS3). In contrast,
DOC2VEC holds comparatively lower performance levels
across all query types.

The experimental findings reveal significant advance-
ments in the SemDR system compared to the baseline
systems. Table 3.(a) indicates the performance evalua-

1https://ndap.niti.gov.in/info?tab=sampleusecases

Table 2
Performance Analysis considering Precision, Recall, Accuracy
and F1-Score

System Precision Recall AccuracyF1-
Score

SDR 90 88 82 88.98
ES 78 11 16 19.21
LUCENE 80 19 24 30.70
DOC2VEC 34 3 7 5.51

tion of four different systems (SemDR, Elastic Search,
Lucene, and Doc2Vec) based on four different evalua-
tion metrics (precision, recall, accuracy, and F1-score). In
document retrieval, True Positive (TP) counts correctly
retrieved documents, while False Positive (FP) signifies
irrelevant documents retrieved by the system. False Neg-
ative (FN) represents relevant documents missed, and
True Negative (TN) denotes documents neither retrieved
nor relevant. Type 1 error, or false positive, occurs when
irrelevant documents are retrieved. Type 2 error, or false
negative, happens when relevant documents are missed.
Key performance metrics include

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃 )

𝑅𝑒𝑐𝑎𝑙𝑙/𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)

𝐹1−𝑠𝑐𝑜𝑟𝑒 = 2*((𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛*𝑟𝑒𝑐𝑎𝑙𝑙)/(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙))

which combine to evaluate retrieval system effectiveness.
To ensure a standardized comparison scale, all values
are expressed as percentages. The findings indicate that
SemDR retrieves a high percentage of relevant documents
with a good balance of precision and recall. The precision
and accuracy of the SemDR system reach impressive
levels of 90% and 82% respectively, indicating promising
improvements in information retrieval capabilities.

4. Conclusion
The objective of the proposed work is to enhance the
document retrieval system by incorporating a deeper
understanding of the underlying cognitive aspects of
search intent by using concept-based knowledge graphs.
The proposed approach addresses the limitations of tra-
ditional search methods by integrating domain-specific
information and semantic understanding into the docu-
ment retrieval process, even in heterogeneous environ-
ments. The work includes the implementation details
and experimentation with real-world search queries to
demonstrate the practicality and effectiveness of the pro-
posed system. By leveraging cognitive understanding
and domain knowledge, the system aims to bridge the



gap between the user’s search intent and the documents
retrieved in the document retrieval environment.
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