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Abstract
Recommender systems are increasingly used in mobile health applications. While researchers have

highlighted the importance of explaining these recommendations to lay users, with benefits such as

increased trust and a higher tendency to follow up on these recommendations, how to design explanations

for lay users in critical contexts such as health remains largely unexplored. This paper explores and

evaluates a unimodal visual and textual explanation, as well as a combined hybrid explanation modality for

chronic pain related recommendations through a qualitative and quantitative lens via a repeated measures

study (𝑛 = 262), and links user’s preference towards these modalities to differences in user perception

such as trust and acceptance. Additionally, we explore the effects of how personal characteristics such as

need for cognition and ease-of-satisfaction affect the user’s preference and reception of the different

explanations. Results indicate a strong preference towards the combined hybrid explanations. We also

found interaction effects of ease-of-satisfaction and need for cognition on the perception of different

explanation designs, indicating that users with a higher need for cognition tend to trust unimodal

explanations more compared to hybrid explanations.
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1. Introduction

In recent years, recommender systems (RS) have gained popularity across a multitude of domains,

including domains with high stakes such as health. In such domains, explanations to make

systems more scrutable have been identified as a core requirement [1, 2]. Various factors need to

be taken into account when designing such explanations, such as the goals of the explanations

[2] and the type of end user [3]. Ribera et al. indicate that users can be differentiated with respect

to their expertise - AI-experts, domain-experts and lay users - and that goals of explanations

differ across these groups [3]. Personality traits are another characteristic amongst which users

can be distinguished. One such trait that has often been studied in the context of explanations

is need for cognition (NFC - the tendency to engage in and enjoy activities that require thinking).

It has been previously linked to the effectiveness of explanations, with studies indicating that
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users with a low NFC tend to benefit more from explanations and hints as they help them make

more confident decisions [4, 5]. Additionally, Kouki et al. investigated the effect of a user’s

ease-of-satisfaction (EOS - the user‘s natural propensity to be satisfied) on their reception of

explanations [6, 7], and found that it has an influence on the subjective persuasiveness of certain

explanation types.

Despite the many interesting studies on the effectiveness of explanations in relation to user

characteristics, very little is known on how explanations need to be designed for lay users

in high stakes domains such as health: only 10% of explanations in the health domain are

designed with lay users in mind [8]. There is a strong need to design and evaluate effective

explanation designs specifically for these lay users, as it has been shown that lay users are more

susceptible to a plethora of biases when interacting with explanations [9, 10]. Recent work

focusing on lay users suggests that hybrid explanations, that combine two or more modalities,

can be beneficial for lay users in terms of understanding and bias mitigation [6, 9]. However,

these studies have only contextualised their findings and benefits in low-stakes contexts, such

as music and news recommender systems. To the best of our knowledge, lay user evaluations

of hybrid explanations in high-stakes domains such as health remain largely unexplored. It is

therefore important to evaluate whether findings from studies in other domains generalise to

domains with higher stakes.

In this paper, we explore whether combining a unimodal textual and visual explanation into

a hybrid explanation produces benefits for lay users in the higher-stakes health domain, or

introduce any potential information overload or negative perception. As previous findings also

highlight the role of NFC and EOS in differences of perception, we also investigate any potential

interaction effects of these traits on the user‘s perception of explanations [4, 6]. This leads us to

answer the following research questions:

RQ1 Which health explanation modality (a unimodal textual or visual, or a hybrid modality)

do lay users prefer and why?

RQ2 In which way do personal characteristics (need for cognition, ease-of-satisfaction) influ-

ence lay user perception of unimodal and hybrid explanations?

To address these research questions, we developed a mobile health application that is able

to coach and inform users experiencing chronic musculoskeletal pain. We developed this

application in collaboration with IDEWE, the largest occupational health service provider in

Belgium. This app contains a conversational RS that provides knowledge-based recommen-

dations regarding how to effectively manage pain flare-ups. These recommendations were

developed based on input of six ergonomists and prevention advisors and refined based on

data collected through an initial longitudinal study (𝑁 = 249). In a follow-up mixed-methods

between-subject study (𝑁 = 262), we compared unimodal textual and visual explanations

to a hybridised combination of the two. Results indicate that although subjective perception

(apart from usefulness) remains the same across the unimodal and hybrid explanations, lay

users strongly tend to prefer hybrid health explanations. Through a thematic analysis, we distil

themes as to why hybrid explanations are preferred, and additionally find that extending visual

explanations with a textual modality is more beneficial for users than extending existing

textual explanations with visuals. Secondly, we see an interaction effect of NFC on user



perception of different explanations modalities: users with a higher NFC have a more positive

reception of unimodal explanations, compared to hybrid explanations, nuancing previous

findings in favour of hybrid explanations. Ease-of-satisfaction seems to be a strong predictor of

attitudes towards explanation modalities in general, with high EOS users having a more positive

perception compared to users with low EOS indicating a need for further research to explore

effective explanations for users with low ease-of-satisfaction.

2. Related work

In this section, we will discuss the use of recommender systems in the health domain, as well as

recent advances of incorporating explanations into recommender systems.

2.1. RecSys in Health

Recommender systems (RS) have become prominent in health applications, where they help

retrieve relevant information or recommend possible next actions tailored to the needs of the

end user. These health recommender systems (HRS) are used both in clinical settings as well as

in personal contexts where health applications aid users in their daily lives. A recent systematic

review of HRS for lay users shows that the majority of HRS that used a graphical user interface

focus on mobile applications [11].

However, the increased use of HRS is also paralleled with certain barriers. One such issue is a

mismatch in recommendations to the user’s expectations. Such mismatch can lead to a decrease

in system effectiveness [12] and a decrease in trust towards the system [11], potentially steering

the user away from future use. Early research mainly focused on increasing the accuracy of RS

in order to mitigate this issue. However, recent research increasingly explores the effects of

human factors, including research on explanations to increase transparency, human-in-the-loop

feedback to correct misunderstandings, and using conversational RS to increase familiarity

towards the system’s interface [13]. This broader approach in reasoning about RS should allow

researchers to improve RS effectiveness beyond quantitative algorithmic capability.

2.2. Explaining health recommendations

As highlighted earlier, adding explanations to recommendations can improve their overall

effectiveness. These explanations make the system interpretable and transparent, which in turn

can improve trust towards the system [14, 15]. There exist HRS that explain their rationale to

the end user, such as the food recommender system of Wayman et al. that explains why certain

recipes are recommended based on the user’s nutritional intake [16], or a visualisation for

medical experts that is able to explain breast cancer similarities [17]. However, the systematic

review of De Croon et al. states that only 10% of HRS that focus on lay users provide explanations

[11]. Additionally, a study of Bussone et al. points out that providing overly detailed explanations

for health recommenders can create unforeseen effects, such as creating over-reliance on

explanations [18], indicating that health recommendation explanations should be designed with

sufficient care. As such, designing explanations with lay users in mind, and evaluating them

with these users, is paramount.



2.3. Personalising explanations for end users

Research has explored the influence of different characteristics on the effect of the type, amount

and content of explanations to show. Naveed et al. explored the effects of a person’s thinking

style and found that participants with a fast and intuitive thinking style depended more on

explanations, whereas participants with logical and rational thinking acted more independently

from the given explanations [19]. Millecamp et al. repeatedly studied the effects of said thinking

style (by measuring need for cognition) in music RS explanations, but additionally investigated

the effects of a person’s musical sophistication and openness on the attitude towards explanations

[20, 4].

Additionally, an increasing amount of research has indicated that the expertise of end users

should be taken into account when designing explanations. Ribera et al. highlight differences

in the needs, goals and limitations of different user groups, including AI-experts, domain

experts and lay users. AI expert users, for example, use explanations to verify or improve the

underlying AI system, whereas domain experts can leverage explanations to gain additional

insights and learn from the system. Lay users have their own set of goals, but also their own

array of limitations. Wang et al. have highlighted several shortcomings of lay users that relate

to cognitive biases, such as confirmation and anchoring biases, due to a backward-oriented,

hypothesis-driven reasoning process [10]. Tsai et al. also noticed a reinforcing effect, where users

avoid interacting with content they are not familiar with [21]. Szymanski et al. additionally

pointed out that lay users, despite having these biases and incorrectly interpreting certain

complex explanations, can still have a preference for said complex explanations over other,

simpler explanation modalities due to these cognitive biases [9].

Thus we see that interpretability through explanations has multiple benefits and can result

in an increased trust towards the system. However, as previously mentioned, the adoption of

explanations in HRS is still low. Furthermore, most health-related AI explanations are being

researched with AI and domain expert users in mind [8], which leaves a big gap for explanations

w.r.t. lay users. Keeping the aforementioned biases in mind that lay users are prone to, it is

therefore important to assess whether explanations are indeed interpretable to make sure no

misalignment in trust is created.

2.4. Hybrid explanations

There has been some previous work looking into hybrid explanations, which essentially combine

multiple explanations to enhance understanding and transparency [22, 23, 9, 24]. Hybrid

explanations can serve a twofold purpose: combining two or more explanation styles in the

same representation, to provide more information and context to end users, or combining two

or more explanation representations that offer the same information in different representations,

to help alleviate shortcomings of using only one representation.

However, when designing hybrid explanations, the trade-off between information overload

and completeness needs to be considered. Kouki et al. investigated the optimal number of

explanation styles that users want to see and found that this number in part depends on ones

personal characteristics [6]. The authors of TeleGam additionally focused their research on

the concept of user-specified resolutions of textual explanations, where users could choose the



Figure 1: High-level overview of the conversational pain logbook, together with the knowledge-based

rule-engine RS and possible recommendation topics available in the app

level of detail of verbalisations that accompanied the visual explanations [23]. Considering

the benefits of hybrid explanations, as well as the pitfalls due to limited understanding and

potential biases related to lay users, more research needs to be done with regards to hybrid

explanations [25]. Given that previous work only situated their benefits in low-stakes domains,

future research, including this work, should explore if any benefits generalise to higher-stakes

domains.

3. Explanation design

In this section, we present the health recommender system that was developed, as well as the

different explanation modalities to explain said recommendations.

3.1. Designing a health recommender system

For the purpose of this research, we have developed a mobile health application that is able to

coach and inform users experiencing chronic musculoskeletal pain. The main function of the

application is to monitor and educate users through a variety of information, questionnaires and

interactive exercises, by guiding them through content modules regarding various topics, such

as activity management, pain education, mindfulness, etc. The content of the app, including

the modules, were developed in collaboration with researchers from IDEWE, and a team of 6

ergonomists and prevention advisors [26].

To help users with specific episodes of a pain flare up, we have developed a so called pain

logbook that users can fill in in order to receive specific and tailored recommendations. The

logbook includes a conversational RS to increase engagement and ease-of-use [27]. It asks the

user about situational data (how intense the pain is and in which situation it occurred), as

well as the user’s reaction and thoughts they had at the time (e.g. stopping all activities, being

frustrated or scared, feeling helpless). Based on these inputs, recommendations are generated

using a knowledge-based recommender system on how to better cope with the pain flareup

next time or how to better handle the given reactions and emotions. Domain knowledge of a



Figure 2: Designs of the textual (left), visual (centre) and hybrid (right) explanation

team of six ergonomists and prevention advisors, together with a physiotherapy researcher, was

translated into a set of rules that guide users towards one of the 39 in-app submodules related

to mindfulness, resilience, activity, etc. Note that more than one relevant recommendation

can be given at once if relevant. In that case, recommendations are sorted based on their

feature importances (which themes were most prevalent in their input) as well as past pain

logbook entries. For example, if a user indicates being really frustrated when the flare up

occurs, and ceases all activities, two recommendations will be given. A first one will be related

to the frustrated emotions, as negative emotions sensitise our neurons causing a higher pain

perception, and will recommend a specific mindfulness exercise within the thoughts and emotions
module. A second recommendation will be related to the user stopping all physical activities,

as frequently abstaining from activities will cause the muscles to become even weaker over

time, which in turn will increase the amount of pain episodes. Therefore, a recommendation

regarding activity management will also be shown, which will tell the users to take a short

break, and adapt or lighten their current activities so they can continue. A high-level overview

of how the pain logbook, as well as the knowledge-based RS work, is given in Figure 1.

3.2. Designing the explanations

To explain the pain logbook recommendations, we designed different explanation modalities,

including textual and visual explanations presented in Figure 2. Based on data from a think

aloud study with these different explanation modalities, we found that feature importance (FI)

explanations were favoured by most users for their ability to give an overview as a comprehen-

sive and complete explanation, despite a possible information overload. Additionally, textual

explanations were favoured by users for whom the recommendation strongly aligned with their

expectations, as the explanation was able to give more in-depth information into the topic that

the users already agree with. Users that preferred less (overwhelming) amounts of information

were also more in favour of textual explanations, and less in favour of FI and other visually

more elaborate designs. To illustrate how these explanations will be presented, we give the

following example. When a user has indicated being scared during a pain flare up, and having



thoughts such as “Why is this happening to me?”, a recommendation towards the mindfulness

submodule is given. The visual explanation gives an overview of all themes that where captured

from the user‘s input, and indicates negative emotions (e.g. frustrated, scared) with high feature

attributions as they contribute most towards said recommendation. The textual explanation

on the other hand highlights that negative emotions were detected in the input, and explains

that negative emotions increases pain-perception and can be minimised through mindfulness.

When the user clicks through to the next recommendation, different topics that are relevant to

the new recommendation will be highlighted in the visual explanation, and a different text

will be displayed in the textual explanation.

We evaluated these unimodal textual and visual explanations, as well as our knowledge-

based recommendations, through a longitudinal study with 249 participants who used the

application for 4 months. Participants could interact with the coaching application and pain

logbook that either had the visual or textual explanation (randomly assigned), and were able

to give suggestions through an in-app feedback module. The data of this iteration was then

used to refine the knowledge-based recommender system, as well as the explanations, for the

following iteration. Participants mentioned that some recommendations and their respective

textual explanations were too general in some cases. For instance, some participants found that

explanations related to activity management did not take their personal context into account,

such as which activity they were doing. To address this limitations, our collaborative team of 6

ergonomists further diversified the textual explanations to take specific nuances in inputs into

account.

In addition to the two unimodal explanations, we also add a new hybrid explanation

design (Figure 2, right) that essentially combines both the textual and the visual explanation.

As discussed in Section 2.4, some previous work has shown positive effects of using hybrid

explanations in terms of increased understanding and preference [9, 23, 6]. However, previous

work regarding hybrid health explanations focuses more on multiple complex visuals that

suit domain experts, or states that a combination of complex feature attributions and class

attributions should be incorporated, which in practice might be overwhelming for lay users

[10]. Our hybrid design therefore draws inspiration from simpler combinations of textual

and visual explanations that have been proven to be beneficial for lay users, albeit not yet

tested in high-stakes domains such as health [9, 23].

4. Methodology

4.1. Study design

Through a within-subject study with 𝑁 = 262 participants (ethically approved by the Ethics

Committee Research of the UZ Leuven universitary hospital (EC Research) with application

number S-65610), we explore if, and how extending a unimodal textual explanation with

a visual explanation might benefit the user, and vice-versa. We also investigate whether

extending textual explanations with visual explanations has different benefits for lay users

than doing so the other way around. During the within-subject study, participants are first

presented with contextual information regarding the user study, and are required to consent to

their (questionnaire) data being anonymously recorded in order to continue. After consenting,



Figure 3: Methodology of the repeated measures within-subject user study

the participants receive a questionnaire regarding their personal characteristics (PC). This

questionnaire relates to their ease-of-satisfaction (EOS, from Kouki et al., slightly adapted to

fit the health recommendation setting [6]), and the abbreviated 6-item version of the need

for cognition scale (NFC) [28]). Next, participants interacted with the pain logbook with the

unimodal explanation (being either textual or visual depending on the randomly assigned

group). The study asks them to fill in the logbook according to a (chronic) pain scenario they

recent experienced, after which they receive several relevant recommendations, accompanied by

either a textual or visual explanation. Participants are free to go through the recommendations

and their respective explanation, and choose one that suits them, or select the ‘none’ option if no

recommendation is relevant. This step is followed by a questionnaire regarding the perception
of explanations, inquiring the participant about the perceived trust, transparency, persuasiveness,
usefulness and satisfaction, taken from [29, 30]. After filling in the questionnaire, participants are

presented with the same pain logbook, but with an explanation that extends the first unimodal

explanation they were presented with (by a visual explanation if textual was shown first, or

vice versa). Participants are asked to fill in the logbook according to a different pain episode they

recently experienced. This step is followed by the same questionnaire relating to the perceived

trust, transparency, persuasiveness, usefulness and satisfaction of the hybrid explanations. In

the final step, participants are asked to give their preference towards either of the explanation

designs on a 5-point Likert scale (1 - strong preference for unimodal 5 - strong preference for

hybrid 3 - both), and give a reason as to why they like their preferred explanation design, and

dislike the other.

4.2. Recruitment

Figure 3 shows an overview of the within-subject study design, in which users first interacted

with either the textual or visual explanations as the unimodal design, followed by interacting

with the hybrid explanations. We recruited a total of 291 English-speaking participants through

the online Prolific platform, where users receive $7.29 for participating in the study (approx.

25 minutes). The inclusion criterion was to have experienced chronic pain for a period of

at least three months in the past three years. After filtering out participants that did not

complete all questionnaires or incorrectly answered the ‘alertness’ question, the resulting

number of participants equates to 262 (143 participants in the textual↔hybrid setting, 119 in

the visual↔hybrid setting). The demographics (age, gender and scores on NFC and EOS) of the

participants can be seen in Figure 4. We also find that the medians of the personal characteristics



Figure 4: Demographics of participants, including gender, age, scores on the NFC and EOS scale

Figure 5: Preference scores for each within-subject study

are in line with other studies [4].

5. Results RQ1 - Which explanation do users prefer and why?

To answer RQ1 regarding user preferences, we need to analyse the preference data. As it is

non-normal (Shapiro-Wilk test, textual↔hybrid: 𝑊 = 0.65, 𝑝 < 0.001, visual↔hybrid:

𝑊 = 0.62, 𝑝 < 0.001), we cannot perform a (M)ANOVA analysis and need to opt for a non-

parametric univariate analysis using a one-sided Wilcoxon signed rank test. Additionally, we

do a two-coder thematic analysis to gain insights into the reasoning behind their preference.

5.1. Main effect for preference

We asked users to give a preference towards either the unimodal explanation (either visual

or textual), and the hybrid explanation on a 5-point Likert scale, with 1 being a strong

preference towards the unimodal explanation, 5 a strong preference towards hybrid, and 3

being a preference for both. To test whether there is a significant preference for the novel hybrid

explanations or not, we test the sample median against a median of 𝜇𝑀𝐸𝐷 = 3. Since preference

is non-normally distributed (Shapiro-Wilk results: 𝑊 = 0.668, 𝑝 < .001), we perform a one-

sided one-sample Wilcoxon rank test. Results indicate strong evidence to assume the alternative

hypothesis (i.e. the preference median being greater than 3) (𝑉 = 420, 𝑝 < .001, 𝑑 = .543
(large effect)), indicating that hybrid explanations were largely preferred compared to

unimodal explanation (Figure 5).



5.2. How does extending a unimodal explanation affect user preference?

To delve deeper into the reasons behind user preferences, we extend the previous results with

results from the thematic analysis to gain more insight in to why users prefer certain modalities

over others. We do this through a two-coder iterative thematic analysis, with an agreement

percentage of 89.2% and Cohen’s kappa 𝜅 = 0.68, resulting in a substantial inter-coder agreement

[31]. For brevity, we only report the overarching themes rather than individual codes.

5.2.1. Discussion

The thematic analysis points to an interesting synergy between the textual and visual

explanations. When used in a standalone setting, textual explanations were found to be

good at describing specific factors for recommendation in a detailed way, helping end users

to understand both the explanation, as well as the recommendation. However, most users

also found them to be less engaging and harder to scan through. On the other hand, visual

explanations gave most users a concise and global overview of all their inputs, making it easy to

scan for information at first glance. Yet we also notice a dislike for the lack of depth and detail,

with some users not even perceiving the visuals and highlights as an explanation, but instead

as a mere summary of their inputs. Combining both modalities has proven to integrate
the strengths of both modalities, whilst at the same time alleviating the shortcomings
of using them separately (i.e. textual being less engaging and hard to scan, and the visual

being too general or not offering a ‘real’ explanation).

Whilst most users did express a positive sentiment towards the hybrid explanations, we

do have to keep in mind that the preferred explanation modality also has its shortcomings.

Some users found the combination of both explanations to be either too overwhelming at

first glance due to the addition of text, or had no interest in seeing visuals due to a general

dislike or lack of perceived added value. This relates closely to the well-known dilemma known

as the completeness-conciseness (or simplicity-power) trade-off, for which several solutions

have been proposed. One of the solutions is progressive disclosure, where we seek to offer

information on demand by providing users with initial essential information, and deferring

detailed or more advanced information to a pop-up or secondary screen [32]. A second method

consists of making textual explanations more readable by applying methods such as chunking,

highlighting or applying brevity, [33]. These methods can be combined with progressive

disclosure to gradually expose users to information in the hybrid explanation when needed, i.e.

when the recommendation doesn’t align with their expectations or when the user shows high

interest in the topic and wants more information. Further research could investigate if these

proposed solutions have a potential to further decrease the limited shortcomings of the hybrid

explanations.

We also investigate whether extending textual explanations with visuals has different benefits

compared to adding visual explanations with a textual modality. We see a stronger preference for

textual modalities (26,3% standalone textual compared to 16,3% standalone visual, or 83,7% hybrid

preference when textuals are added compared to 73,7% when visuals are added). When looking

at overarching themes when unimodal explanations are extended, we see insightfulness as a big

theme when textual explanations are added (𝑁 = 82 unique users), with reasons being a more



Table 1
Wilcox sign rank tests to compare either textual or visual with hybrid explanation (w/ Bonferroni corr.)

Comparison Trust Transparency Persuasion Satisfaction Usefulness
textual↔hybrid 𝑝 = 1.00 𝑝 = 1.00 𝑝 = 1.00 𝑝 = 1.00 𝑝 < 0.001 ***

visual↔hybrid 𝑝 = 1.00 𝑝 = 1.00 𝑝 = 1.00 𝑝 = 0.17 𝑝 < 0.001 ***

detailed, better to understand and more informative design. When visual explanations are added,

we still see insightfulness emerge, albeit to a lesser extent (𝑁 = 50 unique users). In addition

to insightfulness, users mention visual engagement as a factor to prefer the addition of visual

explanation (𝑁 = 35 unique users), with users finding the visuals to make the explanation more

engaging, appealing and less boring. The stronger preference for textual modalities contradicts

previous findings that indicate that lay users tend to have a strong preference towards visual

explanations over textual ones due to their visual engagement [9]. However, previous findings

were contextualised in non-critical settings. In high-stakes contexts such as health, users saw

a higher need for more more informative explanations (a need-to-have), rather than “visual

engagement” (which is a nice-to-have).

6. Results RQ2 - How does the user’s perception of explanations
differ?

For RQ2 regarding perception, we find our independent variables to be normally distributed

and thus are able to do a (M)ANOVA analysis.

6.1. Main effects of perception

We can compare the hybrid explanation with both the visual and textual explanation to see

whether they perform better or worse in any of these categories. We perform a non-parametric

Wilcox signed rank test in each setting to see if the results of the hybrid explanations differ from

the other explanation. Using a Bonferroni correction (adjusting for 𝑛 = 5 tests in each setting,

accounting for the 5 dimensions we test on), we find that only usefulness differs with the hybrid

explanation, compared to both the textual explanation, as well as the visual explanation.

Using a (Bonferroni corrected) one-way Wilcox signed rank test, there is a strong statistical

significance (𝑝 =< 0.001***) that indicates participants found the hybrid explanations to
be more useful compared to both the textual and visual explanations (Table 1). Research

by Tsai et al. [30] mentions that when explanations that are being combined are complementary,

they are perceived to be more useful for users. This leads us to conclude that our design of the

textual and simplified feature importances are complementary to each other, and in turn are

perceived to be more useful.

6.2. Interaction effects of personal characteristics on perception

We now explore the effects of the user’s personal characteristics (PC), consisting of NFC and

EOS, on the perception of explanations. We divide this research question into two parts: how



Table 2
MANOVA results of personal characteristics influencing attitude towards explanations (both baseline

and hybrid)

NFC EOS
LOW HIGH 𝐹1,233/𝑝 LOW HIGH 𝐹1,220/𝑝

Trust 63.48 ± 20.45 64.66 ± 21.74 0.371/0.543 56.38 ± 22.12 71.53 ± 16.46 68.397/ < 0.001 ***

Trans 64.72 ± 19.12 64.72 ± 19.71 0.113/0.737 59.41 ± 20.43 69.62 ± 15.68 35.543/ < 0.001 ***

Persuasion 71.19 ± 17.40 70.90 ± 18.55 0.029/0.866 65.55 ± 18.26 76.33 ± 14.78 47.276/ < 0.001 ***

Satisfaction 71.88 + 19.99 69.95 ± 21.13 1.035/0.310 64.08 ± 21.20 75.97 ± 18.48 39.778/ < 0.001 ***

Usefulness 69.70 + 22.18 68.14 ± 22.41 0.578/0.448 60.64 ± 23.02 75.30 ± 19.49 52.696/ < 0.001 ***

Preference 3.99 ± 1.47 4.07 ± 1.52 0.156/0.694 4.01 ± 1.46 4.14 ± 1.42 0.620/0.432

do PC affect a user’s perception of explanations in general, and how do PC affect the perception

of different unimodal and hybrid explanations. For each PC (NFC and EOS), we do a median

split (leave-median-out) to create a group that has a low score (below median) and a high

score (above median). This allows us to perform a MANOVA with either NFC or EOS as the

predictor, with trust, transparency, persuasion, acceptance, usefulness and preference being the

outcome, to try to answer the aforementioned research questions. The scores regarding trust,

transparency, persuasion, satisfaction and usefulness have been rescaled between 0 and 100 for

easier interpretation and comparison.

6.2.1. Effects of NCS and EOS on general explanation perception

Table 2 shows the means of the scores of each subgroup of participants (low and high NFC and

EOS), as well as the MANOVA 𝑝 that indicates whether the difference between the low and the

high subgroup is significant. We find that users with a higher ease-of-satisfaction have a
more positive perception of explanations in general, with their average scores for not

only the perceived satisfaction, but also trust, transparency and persuasiveness being higher by

10 to 15% compared to users with a lower ease-of-satisfaction. For NFC, we do not find any

significance w.r.t. explanation perceptions in general.

6.2.2. Effects of NCS and EOS on differences in perception between unimodal and
hybrid explanations

Now we use NFC and EOS as the predictor on the differences in perception between the hybrid

explanation and the unimodal explanation (e.g. ΔTrust represents how much more/less

participants trust the hybrid explanations compared to the unimodal explanation, with a

positive score of 𝑥 meaning that they trust hybrid explanations more by 𝑥% compared to the

unimodal design). The results are shown in Table 3. We find that users with a higher
NFC tend to score the hybrid explanations lower in terms of trust, transparency and
usefulness compared to the unimodal explanation. To contextualise this finding, we look

at related work regarding NFC and music recommendation explanations by Millecamp et al.

[4]. They state that users with a lower NFC tend to benefit more from additional explanations



Table 3
MANOVA results of personal characteristics influencing differences in perception between hybrid

compared to baseline

NFC EOS
LOW HIGH 𝐹1,233 / 𝑝 LOW HIGH 𝐹1,220 / 𝑝

ΔTrust 1.85 + 18.94 -4.01 ± 20.66 5.140/0.024* 2.84 ± 20.77 -2.25 ± 18.09 3.790/0.053

ΔTrans 1.85 ± 17.82 -3.69 ± 20.22 4.967/0.027* 4.64 ± 18.69 -1.35 ± 18.51 5.671/0.018*
ΔPersuasion 0.00 ± 15.33 -3.92 ± 18.26 3.174/0.076 -0.52 ± 16.40 -1.73 ± 16.51 0.299/0.585

ΔSatisfaction -1.38 ± 16.79 -5.18 ± 19.43 2, 581/0.110 -0.97 ± 17.08 -4.45 ± 20.65 1.803/0.181

ΔUsefulness 1.61 ± 19.07 -3.89 ± 21.51 4.308/0.039* 0.98 ± 19.52 -2.20 ± 20.62 1.3601/0.244

in general, whereas users with a high NFC only do so when the recommendations are not in

line with their expectation and have an explicit need for explanations. When looking at the

metadata in our study of whether or not users agreed with the recommendations, we see that

the majority of users did agree with the recommendations, which explains why the need for

more information is lower, and consequently a slightly lower need for and perceived usefulness

of the hybrid, more informative explanations. However, the slightly lower trust, transparency,

persuasion and usefulness does not translate to their preference, as most users (low and high

NFC alike) still opt to choose for the hybrid explanations. Thus we can conclude that it is still

feasible to present hybrid explanations by default, albeit with the modification of showing either

the textual or visual part on-demand when users request to have more information.

For EOS, we see a similar trend where participants with a high EOS score the hybrid
explanations slightly lower compared to participants with a low EOS, but only in
terms of transparency. Similar results have been reported by Kouki et al, who found that

users with a high conscientiousness score also high on EOS, and prefer to see a lower amount

of explanations [34]. While we didn’t measure conscientiousness directly, we can speculate

that the high conscientiousness - high EOS finding is generalisable (as it relates to personal

characteristics, not the study setup), which might explain why our participants with a higher

EOS scored the hybrid modality with more explanations slightly lower in terms of perception.

7. Conclusion and future work

In this work, we have designed and compared a textual, visual and hybrid explanation

modality that shows non-expert users why they receive certain recommendations regarding

their chronic pain. Through an initial longitudinal study with 249 participants, we found certain

shortcomings when using previously proposed feature importances as visual explanations

for lay users. Using their feedback, we adapted the feature importance designs to fit their

mental model, yet still convey largely the same information. Afterwards, we performed an

online within-subject study with 262 participants to compare the unimodal explanation (either

textual or newly adapted visual) to a hybrid explanation in terms of preference and user

reception. We find that most users prefer the hybrid explanation, i.e. a combination of different

explanation modalities that is able to give them more insight into why the recommendation is



given. However, we found this preference to be higher with users that were first presented with

visual explanations, indicating a higher need for accompanying textual explanations to existing

visual explanations. Through a thematic analysis, we explored themes to gain insight into why
users liked said explanation modalities, and extracted general guidelines for designing health

recommendations for non-expert users. We found that using the adapted visual explanations

proved to be a good fit for conveying a summary regarding their input, as it allowed users to

see the general picture at a glance. However, visual explanations alone often lacked depth and

specific information, and could be confusing for non-expert users to interpret. Adding textual

explanations allowed users to gain more insight into both the explanation and recommendation,

and is often regarded as easy to understand by most non-expert users. However, using text

alone also had it’s shortcomings, such as being perceived as less engaging. Interestingly, both

the thematic analysis and quantitative data have shown that both modalities in tandem as a

hybrid explanation alleviated most of the downsides of using visual and textual explanations

separately, and proved to be the most opted for by the majority of participants. Additionally,

we found that the combination of modalities didn’t introduce any information overload effect,

since the negative themes regarding hybrid explanations mainly related to a lack of need for

more information, and not due to an overwhelming amount of information. These results add to

the limited corpus of previous findings within other domains, which state that complementarily

designed hybrid explanations aid end users rather than overwhelm them [9, 30], especially in

the underexplored area of designing hybrid explanations for lay users in high-stakes domain

such as health [8, 11].

We also explored the effects of a user’s personal characteristics to see whether their ease-of-

satisfaction and need for cognition have an influence on the reception of the explanations. We

find that ease-of-satisfaction seems to be a good predictor on the user’s general perception of

explanations, as users with a high EOS tend to find explanations to be not only more satisfactory,

but also more trustworthy, transparent, persuasive, and useful compared to users with low EOS.

Need for cognition did not seem to affect a user’s general attitude towards explanations, but it

did however highlight differences between explanation modalities (hybrid vs. unimodal). We

found that users with a low NFC tend to find the hybrid explanations more useful, transparent

and trustworthy compared to the unimodal explanations, and find the opposite effect in users

with a high NFC. This nuances the overall benefits of hybrid explanations by stating that,

although users with a high NFC still tend to prefer hybrid explanations, they find them to be

slightly less useful, transparent and trustworthy compared to unimodal designs. This partly

relates to previous work by Szymanski et al. [9] where lay users preferred explanation modalities

that they unknowingly performed worse with, and calls for more in-depth research as to where

these discrepancies come from and how they might potentially affect lay users.

Limitations and future work

While careful consideration has been put into the study design process, certain decisions

inherently lead to excluding other trajectories to explore. While our within-study design allowed

us to gain insightful qualitative data comparing standalone explanations to underexplored hybrid

ones (by seeing how extending either a unimodal textual or visual explanation with the other

modality affects user perception and preference and if extending textual first differs form visual



first), it limits us from directly comparing all three explanation modalities with each other. A

follow-up between-subject study could prove to be useful for evaluating and comparing the

visual, textual and hybrid explanation modalities through a fully quantitative lens. Additionally,

the choice of representation of the visual and textual explanations naturally have their impact

on how users perceive those explanations. We based our explanations on the previous guidelines

for designing health explanations for lay users, but exploring the effects of different visual

representations on how they influence user perception, and potentially exploring multiple types

of visual explanations side by side, could also prove be interesting [35]. Lastly, many surveys

and papers note that besides measuring aspects such as trust, transparency, usefulness and so

on, user understanding should also be measured [36, 1]. While there are tools and measures

to inquire about AI and explanation understanding in an offline way, previous research has

shown that due to biases present with non-expert users, there is a possibility that these users

unknowingly have an incorrect understanding of the system [10, 9].

Future work could also focus on exploring the effects of other personal characteristics on

how non-expert users perceive health explanations. Similar research by Kouki et al. has shown

that other characteristics, such as a user’s dependability, neuroticism and agreeableness can

also impact the way users perceive explanations [6]. Capturing the user’s previous knowledge

or experience with health RS could also prove to be useful. Other aspects of user perception,

such as the quality of the recommendation (e.g. perceived accuracy and novelty), also seem

to be influenced by both the explanation modality, as well as user characteristics, and could

prove to be a useful path to explore in the context of health recommendations [34]. And lastly,

as mentioned in Section 7, performing an in-person study to assess user understanding of

explanations has a lot of potential, as non-expert users often suffer from cognitive biases that

can lead to incorrect understanding unbeknownst to them.
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