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Abstract  
The paper describes the technology for selecting and identifying objects on raster images of 

the earth's surface. A method for describing images using a set of projections obtained in 

different directions is presented. According to the proposed method, an initial scanning 

window with floating borders is formed. Projections are formed, the analysis of which made it 

possible to change the dimensions of the scanning window or to shift it in the appropriate 

direction until the object completely enters the window area. According to the generated 

projections, the geometric shape of the selected object is determined. In this case, the selection 

of edge pixels in the image is initially carried out, which makes it possible to improve the 

accuracy of identification. The method allows to increase the accuracy due to the formation of 

a larger number of projections in different directions. To do this, rotate the image itself at 

different angles is used. This approach allows you to determine the placement of the object and 

determine the presence of several objects on the window image in the case when in many 

projections the objects can be considered as one. The analysis of the density of distribution of 

ones pixels on the projections of the image of objects also made it possible to select several 

objects in the image. The use of threshold processing for the resulting projections made it 

possible to eliminate unnecessary areas that can be identified as a result of using the method. 

The method does not require large computational costs and is characterized by ease of analysis. 

Projection analysis allows feedback for effective correction of objects in the image and the 

image itself. Given the limited computing resources, the developed method is an attractive 

option for the implementation of systems for processing and recognizing satellite images. 
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1. Introduction 

Signals that are not informational for us for other people can carry a lot of information. 
Currently, among all the tasks of image processing and recognition, one of the urgent tasks is the 

analysis of aerial photographs of the earth's surface. The analysis of images of the earth's surface is used 

in many areas of the national economy, such as: space, agriculture, military affairs, transport, geology, 

meteorology and others. One of the tasks in the analysis of images of the earth's surface is the task of 
selecting informative objects and their recognition. Particular attention is paid to improving the 

performance of operations and achieving real-time. This is relevant for aircraft that fly over the ground 

and carry out automatic analysis of the earth's surface. Various methods are used to solve this problem. 
[1-4]. A successful solution depends on the exact selection of the object in the image. Often the problem 

is assigning image elements to an object they do not belong to.  

This distorts the result of recognition of the selected object in the image and leads to false solutions. 

In addition, images of selected objects, which have the same top view, but at the same time, have 
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different heights of the object elements, have a significant impact on the recognition result. Existing 
methods for automatic selection of objects on the image of the earth's surface do not give the desired 

results. A particular challenge is to achieve high performance. Also, the solution of the problem depends 

on the choice of characteristic features, a correctly formed set of which gives high image quality. Since 

all objects in the image are viewed in a geometric projection from above, the recognition of such objects 
is considered as the recognition of geometric shapes and pictures on a two-dimensional plane. Methods 

aimed at solving such a problem use different approaches that do not use a single universal approach 

for all forms of images. Different characteristic features are used that require different measuring 
instruments and different computational models.  

In this paper, we solve the problem of analyzing images of photographs of the earth's surface based 

on a multi-projection analysis of their binary representation. The multi-projection method allows you 
to automate the process of selecting local objects and form a homogeneous set of characteristic features 

that require unified algorithms for their processing. 

2. Relative works 

The problem of selecting and recognizing objects in images from images of the earth's surface has 

recently received much attention from specialists. Many works are devoted to the fractal analysis of 
images of the earth's surface [5, 6]. However, this approach requires significant resources. The methods 

mainly use reference images that are prepared in advance. In this situation, the resistance of informative 

features to various kinds of distortions is analyzed. The universal quality index is used as an indicator 

of durability [7]. Resistant to change are those areas for which the highest value of the universal quality 
index is provided. In [8], the image is divided into homogeneous segments of different shapes, which 

are determined by the characteristics of space and brightness, and the characteristics of the segments 

are compared with the reference segments, taking into account the value of the decision rule. Such 
methods are characterized by a large number of empirical parameters, which requires additional 

processing time. There are methods that use the gradient representation of the original image based on 

the Kirsch operator and automatically determine the clustering centers [9]. The use of the Kirsch 

operator limits the area of the analyzed neighborhood, which reduces the accuracy. Common methods 
that use artificial neural networks [10 - 12]. Such networks extract features and classify objects 

simultaneously. However, they cannot classify objects with different orientations, and also have low 

classification accuracy along with high performance. There are problems that are determined by the 
imposition of bounding boxes on the image. Therefore, methods based on the pyramid of attention are 

used [3, 13 - 15]. In such works, estimates are used, as well as a complex learning process, which affects 

the accuracy and speed of operations. In recent years, methods have been used that use the Radon 
transform and the hexagonal shape of the coverage to represent images [16]. Such methods allow you 

to select objects in the image with high accuracy based on the obtained Radon projections. However, 

they have a limitation due to the fact that modern computing systems use an orthogonal representation 

of graphic information. In this paper, we solve the problem of extracting informative objects based on 
two projections using an orthogonal representation of bitmaps. 

3. Selection of objects based on multi-projection analysis 

The exact selection of an object in a color image depends on the exact selection of its edges, which 
determine its geometric shape. To select edge pixels in an image, many well-known methods can be 
used [17 - 19], which give a different effect, but in general, edges are selected on all image objects. 

Since it is very difficult to immediately determine the location of objects in the image in automatic 
mode, there is a need to search for methods without user intervention. One of these methods is the 
method using the Radon transform [16]. The Radon transform is used to solve many image processing 
problems in which there is a need to pre-select individual image elements. For a quadrangular mosaic 
(rectangular pixel shape), as a result of the Radon transformation, three projections are formed in the 
direction 00, 450 and 900. To solve most problems where there is a selection of objects of such a number 
of projections, it is enough. However, to improve the accuracy of the tasks being solved, six projections 
can be formed, obtained in the directions 00, 300, 600, 900, 1200 and 1500. To obtain such projections 
without aliasing distortion, pixels with a hexagonal mosaic are used (pixels have the shape of an 
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equilateral hexagon), which can be modeled on a rectangular mosaic [16]. This made it possible to 
represent the image in a hexagonal mosaic. This representation of images and its advantages are 
described in the works [16. 20]. To select objects in images of the earth's surface, it is sufficient to 
analyze two projections in the directions 00 and 900. However, this increases the time spent on solving 
the problem. You can also use one projection, but at the same time rotate the image by a given angle. 
The smaller the angle of rotation, the higher the accuracy of object selection. The selection of an object 
on the image of the earth's surface is carried out using the following sequence of operational steps. 

1. An image of the earth's surface using aircraft or probes are formed. 
2. With the help of the selected operator, edge pixels are selected in the image. 
3. The number of selected pixels in the image by applying thresholding are reduced. 
4. The resulting image is converted into a binary one, where the selected pixels correspond to the 
logical code "1", and the background pixels correspond to the logical code "0". 
5. The resulting binary image is divided into regions of predetermined shapes and areas. As a rule, 
they are divided into four rectangular areas that have a common vertex in the center of the image. 
6. For each selected area of the image, projections are formed in the direction of 00 and 900. 
7. The resulting projections are analyzed and, based on the analysis, a new shape of the selection 
window is determined. 
8. The sixth and seventh steps are repeated until there is one selected object in the image in the 
window. 
9. When the projections show that one object is selected in the generated window, the projections 
are analyzed and the geometric shape of the object is determined. The geometric shape of an object 
is determined by searching for the nearest reference set of projections. 
Projection analysis can show that parts of object images are selected in the formed rectangular area. 

An example of such a situation in Figure 1 is shown. 

 

Figure 1: An example of selecting individual parts of objects in an image 

In this case, the system must decide in which direction to execute the algorithm. The selection 
window can move in the direction of the object, part of which fell into the field of the original window, 
or expand its border, which intersects the information object in the image. Both options are shown as 
an example in Figure 2. Resizing or moving the window is carried out until the projections show that 
the object is completely within the area of the analyzed window. In this case, the size of the object in 
the image may exceed the size of the analyzed window. Therefore, an attractive option is the option of 
expanding the boundaries (increasing the size of the window) towards the object, part of which fell into 
the original window. After the object is located in the field of the selection window, the analysis of the 
resulting projections shows which areas of the window need to be cut off. Thus, the window is first 
enlarged, and then reduced to the size of a rectangle covering the selected object. In accordance with 
this, the algorithm for generating the final window sizes consists of the following steps, which are 
expressed by the graph diagram of the algorithm (Fig. 3).  

In fact, the method works in such a way that a feedback between projections and window sizes is 
implemented. If there are situations when the projections do not show a separately selected object in 
the image, i.e. projection overlays are present, then the image is rotated by a certain discrete angle. After 
each discrete rotation, new projections are formed and analyzed to identify the object and determine its 
geometric shape. Instead of rotation, it is possible to form different projections in parallel, which greatly 
speeds up the image processing process. On Figure 4 are shown examples of projections obtained as a 
result of rotating the image of the selected area. Figure 4 shows that with a rotation angle of 300, two 
objects are selected, the geometric shape of which can be determined. It is also possible to remove a 
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small number of pixels on the projections, which will allow you to select a separate object in the total 
set of selected pixels in the image. 

 

Figure 2: Examples of shifting and increasing the selection window towards the border that 
intersects the object in the image 

 

Figure 3: Graph diagram of the algorithm for searching for an object in the image 
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Figure 4: Examples of projections when rotating an image of a selected area by discrete rotation 
angles 

4. A method for recognizing the geometric shape of an object based on the 
analysis of projections of its binary image 

The formed projections of the selected object on the image allow you to determine its shape. Each 

projection is a set of numbers, each representing one straight line in the direction of the projection. For 
an n × m image, the projection can be given by the following model 

𝑃 = 〈𝑛1, 𝑛2 , … , 𝑛𝑚  〉, 
were 𝑛𝑖 = ∑ 𝑞𝑗

𝑚
𝑗 , 

𝑞𝑗 – the value of the code of the j-th pixel in the corresponding i-th row of the image matrix. 

The code value of each pixel can be either 0 or 1. In this case, the number 𝑛𝑖 р is equal to the number 

of ones in the corresponding i-th line of the image, which has the size of a rectangle covering the 
selected object. There are works that describe the forms of projections of various binary figures. For 

example, the projections of a circle filled inside a contour are the same. But at the same time, there are 

figures that can also give the same projections as circles. They may have voids inside the contour 

(Figure 5). The same can be said about other geometric shapes. You can eliminate such problems by 
using the outline representation of shapes (Figure 6). Especially if the outline is one pixel thick. 

The search for straight lines from the resulting projections is determined by a large number in the 

sequence of numbers that determines the resulting projection. For example, if the projection is defined 
by a set of numbers <10, 2, 2, 2, 2, 2, 2, 2, 10>, then it is safe to say that the edges of the object are 

limited to two segments ten pixels long. If this is a horizontal projection, then the resulting projections 

of the segments determine the top and bottom projections of objects. To determine the right and left 
boundaries, analyze the vertical projection or rotate the image by 900. In this case, for a perfect 

rectangle, the projection will be determined by the following set of numbers <7, 2, 2, 2, 2, 2, 2, 2, 7>. 

Inclined line segments are determined by the ratio of sets of numbers in several projections. For 

example, there are two sets P1=<1, 1, 1, 1, 1, 0, 0, 0, 0, 0> and P2=<0, 0, 0, 1, 1, 1, 1, 1, 0, 0 >, then 
you can define a segment, as shown in Figure 7. 

According to Figure 7 it can be seen that several line styles are possible according to the obtained 

projections. Therefore, to improve accuracy, it is better to rotate the image and analyze those projections 
that form the largest number on one of the projections. This means that the segment is perpendicular to 

the projection that forms the maximum number. The angle of rotation is fixed, which determines the 

angle of inclination of the segment. Because orthogonal tiling results in aliasing, the outline can be 
represented as a few pixels thick. In this case, allowable thickness limits are set for each projection, 

which can reduce the percentage of false description of the geometric shape, as well as reduce the time 

spent on processing. Before and during operation, the system is trained using the generated numerical 

sets that define projections and geometric shapes. For each geometric shape, two projections (two sets 
of numbers) are formed, which are determined by the ratios of the numbers in each numerical set.  

However, the resulting initial numerical set is quite difficult to process. Therefore, to simplify the 

processing of sets of numbers, thresholding is used, with the help of which the numbers in each set are 
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sequentially reduced until zero values appear. An example of such processing for the initial set of 
numbers <10, 2, 2, 2, 2, 5, 2, 2, 2, 3, 2, 2, 2, 2, 9> is carried out in time steps, presented in Table 1. 

 

Figure 5: Examples of figures with the same projections, but different geometric shapes 

 
Figure 6: An example of contour representation of figures and their geometric projections 

 

Figure 7: An example of determining the shape of a segment by two projections 

The table1shows that perpendicular to this projection there are three lines located in the first, sixth 
and fifteenth row (column). If this projection is formed in the horizontal direction, then these line 

segments are parallel to the horizontal axis. In this example, the number 3 can be regarded as noise and, 

within the confidence interval, it is related to the contour thickness. The numbers in the far right column 

of Table 1 indicate the number of pixels that were removed by thresholding. According to the results 
of processing the numerical sequence of the vertical projection, segments of vertical lines are 

determined. For an example of a vertical projection that forms an array of numbers <7, 2, 3, 3, 3, 3, 3, 

2, 6>, the image in fig. 8 is shown. 
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Table 1 
Single projection thresholding example 

Processing 
step 

Array of numbers 
Memory 
of steps 

0 10, 2, 2, 2, 2, 5, 2, 2, 2, 3, 2, 2, 2, 2, 9  
1 9, 1, 1, 1, 1, 4, 1, 1, 1, 2, 1, 1, 1, 1, 8  
2 8, 0, 0, 0, 0, 3, 0, 0, 0, 1, 0, 0, 0, 0, 7 2 
3 7, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 6 3 
4 6, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 5  
5 5, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 4 4 
 ………………………………..  

9 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 9 

 

Figure 8: An example of forming an image of a figure from arrays of numbers of two perpendicular 
projections 

If we neglect the difference between the two extreme horizontal segments, then this figure can be 

identified as a rectangle with a horizontal segment inside. For each geometric shape, you must assign 
an identifier, as well as assign it to a specific class. The form shown in Figure 8 can be attributed to a 

rectangle with a horizontal segment inside. If we consider real objects in the image, then, for example, 

a bus can be represented as a rectangle in a top view, a car can be represented by a quadrilateral with 

an internal quadrilateral that represents the roof, as well as additional internal quadrangles that represent 
the glass windows in the car. 

The selection of objects by color arrangement does not always give the correct result, since a large 

number of individual objects in the image can be selected, each of which must be analyzed separately, 
which requires additional processing time, and it is also necessary to determine the geometric shape of 

the object. It is also difficult to determine the height of an object located on the ground from the top 

view, which does not make it possible to accurately identify the 3D geometric shape. However, it can 
be clearly defined that it belongs to one of the classes of geometric shapes of objects. 

5. Selection of a group of objects based on the analysis of projections of 
contour objects 

After selecting the edge pixels on the image, two projections are formed and analyzed. Previously, 
analysis was considered for a single selected object. However, it is possible to single out a group of 

objects at once by threshold analysis of the projections themselves. For selection, the analysis of 

quantities, the values of which were selected experimentally, is used. Let us introduce the symbols and 
formulas for determining the values of the case of horizontal projections:  

d(i) - number of non-zero pixels in row i; μ - density test size; 

δ(i) = (d(i-μ) + d(i-μ+1) +… d(i-1) + d(i) + d(i+1) +… + d(i+μ-1) + d(i+μ)) / μ  – 

density of the i-th element of the row (Figure 9, the density is shown in red); 
θ - threshold for deleting a projection area (Figure 9, the threshold is shown in yellow, the 

supposed areas are in red frames in the image); 

The allocation of informative areas is carried out according to the following rule 
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𝐻𝑖
∗ = {

𝐼, 𝑖𝑓 𝛿(𝑖) > 0

0, 𝑖𝑓 𝛿(𝑖) < 0 
 

For vertical projections, all quantities are determined similarly. 

    

Figure 9: Analysis of the distribution density of single pixels in an image 

It was empirically determined that the optimal threshold value  for deleting an informative area 

is determined by the following formula. 

= 
(ℎ+𝑤)

4,64
, 

were Θ - informative area deletion threshold: if the estimated area contains non-zero pixels less than 

Θ, it is removed (Figure 10, the area in the upper left corner has been removed);  

      h - plot height; w – width. 
Since the projections of objects can overlap each other in one of the directions, the method does not 

immediately unambiguously perform recognition and determine clear boundaries. However, a repeated 

launch in certain areas refines the found boundaries and selects objects without losing information or, 
conversely, storing extra elements that do not belong to the object (Figure 11).  

When processing image projections, simple threshold removal showed low efficiency, since areas 

that were inside the object were removed or, conversely, single pixels remained, perceived by the model 

as informative areas (Figure 12). Determining the density helps to reduce the “estimation” of single 
pixels and, conversely, smooth empty pixels inside the informative area. And thresholding leaves only 

the necessary objects on the image. This behavior is shown in previous figures. 

6. Conclusion 

A system for recognizing objects on satellite images has been successfully implemented in the 

work. The results of the experiments confirmed the effectiveness and advantages of the developed 
method in comparison with other neural network approaches. One of the key advantages of the 

implemented system is its speed. Compared to other approaches that require significant computational 

resources for training and direct work, the developed method offers an effective solution that allows 
you to increase the processing speed. This is important given the volume and complexity of such 

images. As a result of the experiment, the threshold for deleting an informative area is determined if 

the proposed area contains non-zero pixels less than a given value, which allows you to select several 
objects at the same time in one image. The developed system for recognizing objects on satellite 

images has demonstrated its efficiency and speed advantages. Given the limited computing resources, 

the developed method is an attractive option for the implementation of systems for processing and 

recognizing satellite images. 
In future studies, the authors plan to study and analyze images of the earth's surface to highlight and 

recognize objects fixed at an angle of less than 900, as well as increase the number of projections, which 
will significantly improve recognition accuracy.  
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Figure 10: Thresholding example to remove redundant areas 

 
Figure 11: An example of refining the distribution of object boundaries 

 
Figure 12: An example of the selection of informative objects based on the analysis of the density 

of the distribution of pixels on the projections 
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