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Abstract

Learning Analytics is currently undergoing a self-reflection process, with calls to bring the learning back into Learning Analytics (LA). At the same time, there is increasing interest in using temporal and sequential analysis to describe and understand learner behaviour, but current work is mostly exploratory, with promising potential for educational interventions. Obtaining sequential patterns from learner data can provide insights into processes that can be missed by descriptive analytics, where the order and timing of actions make a difference. A current scenario is in practical exercises in Data Science Education where teachers cannot access the learners’ development process and are therefore unable to properly assess them or provide detailed feedback. Furthermore, there are phases of data science that may not generate data records, such as setting an objective, or intermediate evaluation and reflection. The introduction of Large Language Models (ChatGPT, Github Copilot) as coding assistants has the potential to obtain such data in the form of conversation. By using learning sequence analytics on the interactions between LLM and learners, integrated with the data traces in their programming and analytics environments, we can identify and understand behavioural patterns that can be used to assess, monitor and support the learning process in Data Science Education.
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1. Introduction

Learning analytics is working on measuring and optimising learning, supported by educational theory. One line of research focuses on observing learning as a temporal process, while students work on a task [1]. This is especially motivated by the prevalence of systems where it is impossible for teachers to monitor all students since it happens in systems and at a large scale, where assessment is often reduced to aggregated values [2]. By analysing sequences of learners’ data, patterns can be identified and used to discover behaviours in the learning process that would be missed in a summative assessment. For the purpose of this work, a learning sequence is defined as an ordered list of actions with context-specific features, where each unit is a learning action, systematically mapped from one or more data traces [3]. However, the ideas and techniques for sequence analysis come from many research fields related to Educational Technologies, so there are no standard definitions. Likewise, there are no best practices of which analysis methods are applied for which purposes or how they relate to different educational settings [4]. Using the definition of learning sequence above, we conducted a literature review to develop an overview of the tasks, analysis methods and interventions in educational research with learning sequences.

For the next stage of this doctoral project, learning sequence analysis will be implemented in tasks of Data Science Education (DSE). Integrating many domains, DSE requires an important amount of practical work, and there are plenty of tools that allow interactive exercises and projects for this practice. Still, the assessment is often reduced to simple automated tests or the final output of a project [5]. Therefore, the process, strategies and challenges in the process, such as intermediate evaluations or debugging, cannot be identified and addressed by the teachers. Additionally, the tools and systems where students work may not be able to track vital parts of the process, such as objective definition, problem decomposition, method selection or reflection [6]. The introduction of chatbots using Large-language Models (LLMs) in education can provide a new data source to help in tracking processes that would otherwise be on search engines and notebooks. With students using the LLMs as data science assistants, we can collect the records of their interactions, especially on the concepts and procedures for which they need clarification [7]. Combining data traces and chatbot interactions would provide a better picture of the students’ data science process, and the use of learning sequence analytics would allow us to identify relevant strategies and challenges in a variety of data science tasks. Furthermore, the chatbot provides a natural interface for timely intervention, where the student can be guided within the learning task.

For this project, a learning environment will be designed to evaluate these processes and reveal what happens when students interact with data science practice.
tasks. The environment will be based on interactive notebooks, with a chatbot interface, recording both the programming and conversational interactions. First, a lab experiment will be conducted as a pilot to observe the learner’s actions in a data science environment, advancing our understanding of behaviours that are often missed in final assessments. This understanding will be used for research using the learning environment in tasks of data analytics and data science courses to assess potential interventions, and their impact on learning outcomes. In the following, I describe the results of the literature review and explain current and future work.

2. Background

Learning Sequences, in the context of this work, refer to the sequences of actions that learners execute during a learning task, such as solving a programming problem or creating a concept map from reading materials [8, 9]. Such learning tasks are situations designed for the students to actively engage with the learning materials, which require them to integrate domain knowledge with general critical thinking and analytical skills [10]. In these tasks, learners have a large number of operators or actions available in the problem space, making the combinations of actions that lead to a solution difficult to observe. As a consequence, the assessment and monitoring of learners are particularly difficult for teachers [11]. This is increasingly challenging with the current scale provided by educational technologies and platforms. Learning analytics, however, can use the data produced by the systems in modern online education to scale monitoring and assessment capabilities [12]. Furthermore, by analysing the sequence of learning actions, an educational system can use all the information available about a learner throughout their current process, provide timely support and enable a formative assessment approach for teachers [13]. A growing field of education is Data Science [6].

2.1. Data Science Education

Data has revolutionized various scientific disciplines, paving the way for unprecedented data collection and analysis capabilities [14]. This data-driven transformation extends from engineering to computational and natural science studies, where data analytics techniques can support processes such as scientific hypothesis evaluation, system modeling and simulation, and decision-making [15]. As the complexity and diversity of data continue to grow, the need for data skills becomes more pronounced in the future workplace. The educational landscape is evolving to meet these demands, equipping students with the necessary data analytics skills that will become a necessity in their professional lives.

Data science education (DSE) is the process of teaching and learning data science skills and concepts, such as programming, statistics, machine learning, data visualization, and data ethics. DSE can be delivered through various formats, such as online courses, university programs, bootcamps, and competitions; with a variety of programming languages and tools [5]. Some of the main challenges for DSE include the lack of standard topics, practical activities, and methods, which makes it difficult to the scope of a course, and the need to adapt to a wide variety of students’ backgrounds. Furthermore, the assessment of activities is reduced to a final product, or automated grading systems on clearly defined tasks, as they depend on pre-written test codes [6].

2.2. Generative AI in Education

Generative AI and Large Language Models are relatively new in the mainstream, specifically due to the availability of ChatGPT, launched in November of 2022, and now used by more than 100 million people [16]. Without information from OpenAI, it is difficult to know how many students use ChatGPT, or if they use it for any study-related activities. However, two surveys from March [17] and September [18] 2023, state that more than 40% of the respondents have experience with ChatGPT and around 20% of university students have reported using it for their homework.

While there are several ways educators and institutions are dealing with AI in the classroom, from banning it to embracing it as a mandatory part of the curriculum, the popularity of LLMs has brought important change in education [19]. In consequence, there has been an explosion of research on Generative AI and education, focusing on large-scale risk and opportunity analyses [20, 19], on the ability of LLMs to assist teachers [21, 22] or solve existing homework and exams [23, 24]. The last ones mention the risks and potentials for students, for instance, that it can facilitate cheating or explain difficult concepts in many different ways.

The focus of this work lies in the overlap of these topics: to use learning sequence analysis to understand and support practical work in data science education, including activities that traditionally happen outside of the learning environment.

2.3. Research Questions

The primary research question of this PhD dissertation is how can learning analytics be used to support learners when solving complex problems in technology-enhanced learning environments? To address this, I seek to answer...
3 main questions: For my work, I’ve chosen to focus on sequential analytics, making the first question how are learning sequences analyzed to describe and support learners’ actions in computer systems?

- How are data records transformed into sequence units for analysis?
- Which methods are used to analyze learning sequences? For which purposes?
- Which interventions are designed and implemented using the insights from learning sequence analysis?

Furthermore, I will use Data Science education as the complex problem to use for evaluation, an exciting and relevant domain, which together with current developments in Artificial Intelligence technology leads to the second question: how do learners work on Data Science problems in a technology-enhanced environment?

- Which are the main actions and phases of a data science task?
- How to describe it as a sequence to determine behaviour patterns and support the learning process?

Finally, for the activities of data science where no programming is involved, integrating a chatbot as a tutor/assistant and analysing the interactions might provide the information we need. This leads to the third question, how are learners using LLMs when dealing with a data science problem?

- How can we identify the students’ prompting or questioning tactics?
- How can we leverage the interactions between learners and LLMs to understand the complete data science learning process?

3. Preliminary Results and Proposed Approach

This article, part of the ECTEL23 Doctoral Consortium was written at the end of the second year of my PhD, out of 4, as it is common in the Netherlands. The current state and next steps are described below.

3.1. Literature Review

To answer the first questions in Figure 1, a systematic literature review on learning sequence analytics has been executed and submitted for review. The selected records were published between 2010 and 2023, from a search performed in SCOPUS and Web of Science, including 74 works that were full-research articles, in English, where sequence analysis methods were used on data produced during a learning task. The analysis considered 5 main sections: the types of tasks to be studied, the purpose of using sequences for the main analysis, the learning actions that build the sequences, the analysis methods implemented, and the educational interventions designed. The literature review is currently under review and the main takeaways are the following: The transformation from raw data to sequence units is essential and will define the analysis and interpretability of the results. Domain-specific knowledge is required to identify the sequence units as learning actions, it facilitates the interpretation of patterns but limits generalizability. Using theory to define the sequence units, such as self-regulated learning actions, can be used to generalize the results, but it is not always possible. Sequence analysis methods can be grouped by their scope, and the purpose of the sequence, shown in Figure 2. For example, the scope of the analysis can be to identify strategies in the whole sequence, common when using Process Mining or Probability Models. On the other hand, methods such as Sequential Pattern Mining can be used to find context-specific tactics, which can be as short as 2-3 learning actions. Support methods, such as machine learning classifiers, are often used to determine learner characteristics from the obtained sequential patterns. Most reviewed articles mention potential educational interventions with the obtained insights, but only a few implement such interventions, with 2 of the articles evaluating them.

3.2. Experimental Study

To evaluate the trends in Section 3.1, the next step of my project is to analyse a learning task using learning sequence analysis, with an educational intervention grounded both in the obtained insights and in learning theory. The idea is to use Data Science tasks to understand the tactics and strategies that users implement when working on them. These tasks require both analytical skills and domain knowledge, as well as a certain
proficiency in programming and statistics. As such, they can be conceptualized as creative problem solving, with intermediate evaluations and reflections, which can be difficult to observe and assess by teachers [5]. This makes them a perfect use case for learning sequence analysis.

3.3. Tooling and Method
A customised Jupyter Notebook system is currently in development, integrating a chat interface and detailed logging capabilities. The system will track the development and execution of Python code used for all data processing and visualization, as well as the outputs and errors from the interpreter. The chatbot interface is able to use different LLMs in the background, currently running on OpenAI’s API, but capable of working with a local model as well. A logger on the chatbot interface will be used to store the learner-agent interactions as a sequence of periodic text edits, executed requests and agent responses.

For a pilot experiment, participants will be asked to work on a data science problem using a Large Language Model (LLM) as an assistant. This pilot will be performed in a controlled lab setting, to evaluate the system and generate a general overview of data science actions and LLM interactions. Phases, subphases and actions of the data science process will be identified using examples from existing Jupyter notebook repositories [25]. LLM interactions will be coded using problem decomposition, from a prompt engineering perspective [26]. The integrated sequence will be analysed using Learning Sequence Analytics on two scopes: micro-level pattern mining [27] to identify programming or statistics tactics, such as specific data cleaning techniques or statistical tests, and one of the methods on the macro-level [28] to determine general data science strategies.

For the second study, the system will be used as optional practice for different phases of data science, part of a real course. Finally, the presence of certain tactics or the use of problem-solving strategies identified can be used to classify learners, for instance, by their proficiency in programming, statistics, analytics, or any of the disciplines within data science. In future work, we plan to implement a middle layer in the interface between the LLM chatbot and the learner to provide support within the assistant, with interventions based on sequential patterns to optimise the learning support.

4. Contribution to TEL
The first contribution of this work is the literature review on learning sequence analytics, including the lessons learned on learning tasks, design, methods, and educational interventions in the context of sequence analysis. The second will be a better understanding of the processes that students execute when working on data science tasks. This would also serve as an evaluation of the findings from the literature review on learning sequence analytics. The third is an exploration of the interactions between learners and LLMs, what they ask and how they use them, bringing us closer to understanding the potential of LLMs in education.
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