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Abstract 
This doctoral thesis explores the integration of Generative AI, specifically Large Language Models 
(LLMs) and diffusion models, in educational platforms. Emphasis is placed on cross-lingual transfer 
techniques to overcome language barriers and create personalized content. The study addresses the 
impact of Generative AI on personalized learning experiences and ethical concerns. A mixed-methods 
approach combines quantitative usage metrics with qualitative insights from interviews and surveys. 
Initial results indicate improved task performance and user engagement, but ongoing refinement is 
needed to address biases and ethics. The LATILL platform, a web search engine for German as Foreign 
Language teachers, is a case study. It leverages Generative AI to provide level-appropriate texts, 
translations, and image generation. The research aims to determine this technology’s impact and future 
potential on user experience, focusing on equitable access to personalized learning across diverse 
geolocations. 
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1. Introduction 

Personalized adaptive learning, an essential component of contemporary education, offers 
educational resources customized to each student's learning preferences and level of proficiency. 
It continuously assumes the course content and topics most relevant to a student at any given 
time, enhancing the learning experience [1]. 

Advanced AI tools like machine learning and natural language processing are used to 
efficiently analyze the enormous amounts of data that adaptive learning platforms generate. Also, 
Generative AI has improved with advances in generative adversarial networks (GANs) and deep 
neural networks. These advancements allow computer-generated media to resemble human-
produced media, opening up opportunities in various industries, including education [2][3][4].  
They can transform education by providing convenience, interactive and personalized learning 
experiences, and global classrooms for personalized online learning and assessment [5][6]. Large 
Language Models (LLMs) and diffusion models stand out as exemplars among these technologies. 
Diffusion models generate realistic outputs like images, videos, and audio by applying sequential 
transformations. In contrast, LLMs trained on large datasets excel at creating text similar to what 
a human would write. They are designed to handle sequential data, allowing platforms to produce 
original content that mimics expressions in their training data. The combination of these 
technologies has sped up development in various industries [7]. Even though numerous 
languages are widely spoken, Gehman et al [8] declare that the majority of LLMs primarily focus 
on monolingual skills and reflect the values of white respectability politics while giving priority 
to specific English dialects. 
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However, this integration has challenges, such as ethical concerns, potential biases, and 
dissemination of inaccurate information. Addressing these issues is essential to ensuring fairness 
and minimizing harm. Biases can pervade models through biased training data, perpetuating 
societal inequalities. Vigilance in monitoring and mitigating these biases through diverse data 
representation and algorithmic transparency is vital. Moreover, ethical guidelines and 
regulations must be implemented for the responsible development and deployment of Generative 
AI in education and other domains [9]. When deploying these educational platforms, navigating 
the complicated landscape of multilingual and multicultural factors is essential. Various regions 
and countries have different rules and guidelines regarding data privacy, security, and 
algorithmic decision-making. Securing these regulations is not only a legal obligation but also a 
matter of ethical responsibility, ensuring the protection of students' privacy and upholding the 
moral principles that underpin educational endeavors [10][11]. 

This research endeavor provides students from diverse geolocations equal opportunities in 
personalized adaptive learning platforms. It explores the potential of cross-lingual transfer, 
multilingual LLMs, and diffusion models within Generative AI-based platforms, seeking to assess 
their impact on user experience. Furthermore, it examines the LATILL educational platform 
through a case study. Below are the research questions that will be studied: 
• RQ1: How can we provide equal opportunity in personalized adaptive learning platforms for 

students from different geolocations? 
• RQ2: Which AI Technologies empower us to do so? 
• RQ3: What are the long-term impacts of using fair, personalized adaptive learning platforms? 

2. Related work 

Addressing data collection challenges is essential to establishing an effective educational, 
adaptive, personalized platform. This requires thoroughly examining works offering technical AI 
solutions for educational platforms. Analyzing these contributions aims to find a more seamless 
and personalized learning experience, ultimately benefiting students and educators alike [12].  

The complexities inherent in diverse languages pose a challenge when training Large 
Language Models (LLMs) on multilingual datasets. However, recent advancements have led to the 
development of multilingual LLMs proficient in cross-lingual understanding and generation. 
Noteworthy examples include BLOOM [13], mBERT [14], and XLM [15], which have 
demonstrated strong performance in multilingual tasks. 

Additionally, diffusion models have emerged as powerful tools for generating content, ex- 
celling particularly in tasks such as text-to-image synthesis and image creation. Models like DALL-
E 22, Midjourney3, and Stable Diffusion  4showcase notable capabilities in this domain. Bellagente 
et al. introduced MULTIFUSION in [16], a system enabling the creation of intricate images by 
integrating various modalities and languages. MULTIFUSION effectively leverages multilingual 
and integrated multimodal inputs, even when trained on monomodal data in a single language. 
This is achieved through the fusion and alignment of pre-trained models. Furthermore, 
researchers in [17] propose a method known as IAP, which involves translating Stable Diffusion 
into Chinese. This is accomplished by refining a separate Chinese text encoder and aligning 
Chinese and English semantic space in CLIP. 

In a related development, Cheng et al. in [18] introduce a technique to enhance the multi- 
lingual and multimodal representation model CLIP. This is achieved by substituting its text 
encoder with a pre-trained multilingual text encoder called XLMR. 

3. Methodology 
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The methodology employed in this study is designed to effectively address the research questions 
and objectives, with a specific emphasis on the integration of Generative AI into educational 
platforms operating within multilingual contexts. A mixed-methods approach was applied to 
ensure a comprehensive understanding and provide meaningful insights, combining quantitative 
data analysis with qualitative investigation. 

Firstly, quantitative data is collected by analyzing usage metrics from the educational 
platforms under investigation. These metrics reveal many factors, including student interactions, 
levels of engagement, task performance, and user preferences. The collected data undergoes 
different quantitative analysis techniques, including descriptive statistics and inferential analysis. 
These methodologies enable us to uncover patterns and trends in student behavior and platform 
utilization, ultimately facilitating an assessment of the effectiveness of Generative AI in enhancing 
personalized learning. 

Additionally, qualitative insights through interviews and surveys help understand the user 
experience and address ethical concerns. Educators, students, and other relevant stakeholders 
actively participate in interviews, providing valuable perspectives on the platform’s impact and 
any ethical dilemmas encountered. Surveys are administered to a broader sample to supplement 
this qualitative data, gathering additional insights into user satisfaction and concerns. 

Furthermore, a central component of our methodology is using cross-lingual transfer 
techniques to train diffusion models and LLMs in various languages. It involves employing 
information from one language to improve performance in another significantly. It is typical for 
LLMs to pre-train on a sizable dataset in one language and fine-tune it on a smaller dataset in 
another. Low-resource languages no longer need as much data to be collected [19]. Similarly, 
diffusion models can achieve cross-lingual transfer through fine-tuning, training on multilingual 
datasets, or using transfer learning techniques. This lowers the data requirements while enabling 
the models to produce coherent and contextually relevant text in many languages. The cross-
lingual transfer generally makes creating multilingual models for producing text in various 
languages easier [20]. 

4. Case study: LATILL Platform 

The case study of the LATILL 5 Project demonstrates how AI technologies are employed to 
empower German Foreign Language (GFL) teachers in providing personalized guidance and 
support to students in a natural language format, which plays an important role in overcoming 
challenges and elevating students’ educational achievements. This platform is a web search 
engine where teachers can select a text from the corpus and customize it with AI tools and 
metrics, and they can translate the selected text to several languages so the students can have it 
in their native language, simplify it, and generate images from scratch to visualize the selected 
texts for students [21][22]. 
• User stories: Through a compilation of 41 user stories from domain experts, invaluable 

insights were found during the platform’s development journey. These reports helped 
identify key features and set objectives in a structured developmental strategy. 

• Platform Development: Methodology and Technology Utilization the LATILL project’s 
platform development part’s core objective revolves around designing and implementing an 
educational platform tailored for GFL teachers. Functional and non-functional prototypes 
were designed to refine the platform’s features and user interface. AI technologies, including 
NLP and generative AI, were integrated into the development process, enabling text 
translation, summarization, and image generation functionalities. This platform uses 
StableDiffussion for text-to-image generation, which can produce accurate and realistic 
images from a text prompt. Because it primarily trains on the English subset LAION2B-en of 
the LAION-5B dataset, it only accepts English text prompts and creates images often more 
oriented toward Western culture. Therefore, these prompts are translated from German to 
English before the photo is generated when the educator chooses a text or section of a text to 
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generate images. So, in some of the results, the meaning of the sentences is unrelated to the 
images, which is the inspiration for this paper to improve the platform. Figure 1 shows the 
platform’s architecture. 
 

 
 

Figure 1: Architecture of the LATILL Platform 
 
      The platform’s software development adhered to the SCRUM methodology [23], which 
champions an incremental and iterative approach. The project was compartmentalized into 
sprints, facilitating regular review and adaptation in response to feedback and evolving 
requirements. The platform’s backend was architected utilizing Django, a renowned Python web 
framework acclaimed for its efficacy and scalability. Django formed a robust foundation for 
executing server-side operations, implementing business logic, and managing data. 
The platform leverages state-of-the-art technology [24], such as the RTX4090 graphics card and 
CUDA, to expedite AI computations and graphics processing. The selection of the RTX4090 and 
the utilization of CUDA’s parallel computing capabilities were predicated on optimizing image 
creation and other AI-related tasks, resulting in swift and efficient computations. Note- worthy 
AI management techniques, including the Stable Diffusion algorithm, Spacy, and Google Translate, 
facilitated image generation, simplification, and translation. These advancements underpin the 
platform’s robust architecture and feature-rich capabilities, ensuring an optimal user experience 
for GFL teachers and learners. 
• User test: After evaluating five German teachers, they noted generative AI tools cover the 

topic, but some key ideas are missing. They were pleased with the functionality and confirmed 
that this platform could be an effective resource for teaching German to students in different 
countries. 

5. Conclusion and Future Work 

In conclusion, integrating cross-lingual transfer techniques in training LLMs and diffusion models 
can help reduce data requirements and enhance performance across multiple languages. This 
advancement can facilitate societal progress, ensuring fairness, inclusivity, and equal digital 
access for individuals with diverse linguistic backgrounds. Moreover, implementing personalized 
adaptive learning within educational platforms represents a significant step towards tailoring 
educational experiences to individual student preferences maximizing engagement and 
comprehension. 

The LATILL platform, equipped with advanced AI tools, is a case study showing the impact of 
AI on improving the user experience and assisting GFL teachers. By offering personalized 
materials aligned with students’ interests and objectives, LATILL engages and motivates learners 
and addresses the specific challenges of language acquisition. While current technologies provide 
a strong and valuable solution, the focus in the future is to improve and integrate cross-lingual 
transfer in the platform and utilize Multilingual LLMs to increase user satisfaction by improving 
output quality and simplification results for better user understanding. 
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