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Abstract
Generative AI is increasingly important in many human activities. In this keynote, I describe a series of
experiments in generative AI, using a highly-conversational user interface (UI) to large language models
(LLMs). I specify multiple strategies through which the conversational paradigm can be used to achieve
ethical outcomes that promote AI humility, AI brevity, human control, and co-creativity among human
and AI.
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Generative AI has the potential to support human creativity. Over the past 60 years, scholars
in Human Centered AI (HCAI) have proposed diverse models of how systems for human-
computer co-creativity can be designed. In 1961, Rhodes proposed a “4Ps” model in which “A
Person engages in a computerized Process to make a Product in an environment (Press)” [1].
In this early view, the computer was primarily a tool. Almost 60 years later, Kantosalo and
Takala made the most recent update in their “5Cs” model: “A Collective (a Human and an AI)
Collaborate to make a Contribution for a Community in a Context” [2].

Within the framework of Kantosalo and Takala, and Glăveanu’s work in distributed creativity
[3], we investigate how one or more humans can collaborate with an AI agent to co-create their
contributions, while maintaining human control over process and outcomes. In earlier work, we
had developed a conversational UI to large language models (LLMs) for software engineering
tasks [4]. In a quantitative experiment, Ross and colleagues showed that a well-tuned UI could
make a back-end LLM behave in a humble, polite, and highly supportive way [5].

We re-used this architecture to explore creativity and co-creativity opportunities, through
careful prompt-engineering. After surveying human-human co-creativity strategies [6, 7, 8], we
conducted three informal experiments [9] using the well-known strategy of framing a problem
with a productive representation [10, 11]. Next, in a fourth experiment, we explored the more
powerful concept of reframing a problem [12] after the initial frame had been found to be flawed
or insufficient in some way [13]. The conversational UI allowed the human to control how
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the conversation developed, and which aspects of the conversation would be preserved in an
analogy-based design.

In our fifth, unpublished experiment, we moved from specialist methods to the more generally-
adopted processes of brainstorming. A human was able to guide the UI+LLM in exercises based
on divergent-thinking, convergent-thinking, summarization, and structured organization/re-
organization of outcomes. The user structured the activity, and the AI provided content. The
user could question, critique, and reject certain content, and the AI could (when requested)
provide alternatives to that content. The user could also tell the AI to re-organize its proposed
higher-level structuring of content.

While these initial experiments were successful, we were only able to implement a dialog
between one human and one AI. Our next projects will use a specialized environment in
which multiple humans can interact with the UI+LLM configuration, with preservation of each
human’s identity, thus adding aspects of Mutual Theory of Mind [14, 15, 16] to the co-creative
exercises. Based on the Library of Mixed-Initiative Creative Interfaces [17, 18], we are applying
mixed-initiative models [19] to human-AI dialogs. After that, we hope to revisit multi-agent
symbiotic cognitive computing architectures for a richer configuration of multiple humans and
multiple AI agents [20].

Throughout this work, we have focused on principles of IBM’s Augmented Human Intelli-
gence, in which AI is used to support and extend the work of humans – not to replace humans
[21]. Following a recent debate [22], we label all AI conversational turns with an “AI” or “APP”
marker – i.e., we explicitly avoid any so-called Turing test confusions about who or what is
speaking or acting. We maintain human control of both process and outcomes.

As we showed in a recent CHIWORK paper [23], these are design choices. It is possible to
create interactive AI solutions that channel and control the work of humans [24]. Recent work
by many researchers have documented the potential and actual harms of such systems (e.g.,
[25, 26, 27]). We make a different choice: We design for AI applications that support, educate,
and enable human abilities and human agency.
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