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Abstract
Nudging is a behavioral strategy aimed at influencing people’s thoughts and actions. Nudging techniques
can be found in many situations in our daily lives, and these nudging techniques can targeted at human
fast and unconscious thinking, e.g., by using images to generate fear or the more careful and effortful slow
thinking, e.g., by releasing information that makes us reflect on our choices. In this paper, we propose and
discuss a value-based AI-human collaborative framework where AI systems nudge humans by proposing
decision recommendations. Three different nudging modalities, based on when recommendations are
presented to the human, are intended to stimulate human fast thinking, slow thinking, or meta-cognition.
Values that are relevant to a specific decision scenario are used to decide when and how to use each of
these nudging modalities. Examples of values are decision quality, speed, human upskilling and learning,
human agency, and privacy. Several values can be present at the same time, and their priorities can
vary over time. The framework treats values as parameters to be instantiated in a specific decision
environment.

1. Introduction

A nudge is a tool that aims to steer someone’s course of action or thought in a certain direction.
In their book "Nudge" [1], Thaler and Sunstein focus on the behavioral aspect of human decision
making and define a nudge as an element of a choice architecture, "understood as the background
against which people make choices" [2]. This element "alters people’s behavior in a predictable
way without forbidding any options” ([2]: p 6). That is, nudges arguably preserve (a certain
degree of) freedom of choice: they influence us without being fully manipulative or coercive
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([3]: 489). Even if nudged, we can choose to opt-out fairly easily and take a different path. This
is true even if we rarely fully recognize the influence of nudges on us and we find ourselves
adopting a certain course of action without knowing that we have been influenced.

In his book "Human Agency and Behavioral Economics", [2] refers to the fact that there
are two macro-categories of nudges. Some nudges elicit certain emotions or habits in us and
make us react accordingly. These nudges require little time and attention from us, they can be
mindlessly adopted and followed. The fact that certain food is displayed more prominently in
a cafeteria, for instance, makes it more likely that we will choose that food. This is because
we have the disposition to opt for things that are more visible and convenient to reach so as
to avoid wasting too much energy while choosing or acting. Hence, if we plan to encourage
people to eat healthily, we need to put fruit and vegetables on the most easy-to-reach shelves,
while fries and burgers are somewhere less visible and reachable.

As another example of mindless nudging, in certain countries, cigarette packages have some
graphic warnings on them. These warnings are meant to scare people and discourage them
from smoking [2]. This nudging strategy aims at triggering our emotions and thus engaging
the fast and shallow thinking that leads us to adopt instinctive reactions. In psychology, this
type of thinking has been called "thinking fast" or "System 1" thinking, from the work of Daniel
Kahneman [4]. It is a type of thinking that is mostly unconscious, automatic, based on fast and
frugal heuristics, and often driven by emotions. As a result, this thinking may lead to biases,
shortcuts, and reasoning errors.

When we think fast, we make decisions by reacting to environmental stimuli and generating
actions out of past experiences in similar conditions. Thus, this type of thinking produces
a limited range of possible outcomes and these outcomes can oftentimes be easily predicted.
Therefore, nudging System 1 thinking means exploiting someone’s fast but shallow thinking to
motivate them to accept a particular course of action, e.g. not smoking, or choosing healthy food.
Because it works mostly unconsciously, through an automatic and emotion-infused process,
nudging directed at System 1 is seen as scarcely conducive to fully autonomous human choices:
when subject to this influence we adopt a more passive stance and let the nudging guide us.

A second type of nudging aims at engaging our "System 2" or "thinking slow" processes [4].
This type of thinking is mostly conscious and under our control, and it engages rationality
rather than relying on fast and frugal rules of thumb. When we think slow, we carefully reason
about the problem to be solved, we devote all our attention to the reasoning process, and usually,
we are more accurate in the result. Especially when conflicting solutions become available,
or when the problem is recognized as too complex for System 1, System 2 kicks in and solves
it with access to additional computational resources, full attention, and sophisticated logical
reasoning. A typical example of a problem handled by System 2 is solving a complex arithmetic
calculation, or a multi-criteria optimization problem. Figure 1 shows the main features of both
kinds of thinking.

There are nudges that can push us to adopt this more reflective stance and make choices that
result from System 2. Sunstein calls it "educative" nudging because it encourages us to exercise
our rationality. Others call this "cognitive" nudging [5]. Examples of this kind of nudging are
the labels that we find on packaged food, which indicate the amount of calories, carbs, fats,
sodium, and so on present in the food. These labels are nudges because they prompt us to be
more reflective about the type of food we buy and to take a more informed and rational stance



Figure 1: Thinking fast (System 1) and slow (System 2) in human decision making.

in relation to our dietary and nutritional goals. According to Sunstein [2], this type of nudging
motivates us to exercise our agency and develop autonomous decisions. Instead of encouraging
us to indulge in our fast and shallow thinking, educational System 2 nudges push us to take
charge of our choices.

We experience nudging techniques extensively in our daily lives, for example by governments
or other agencies, to push citizens towards behaviors that are more aligned with certain values
that society has agreed upon and recognized as beneficial [1]. Nudges of all these kinds are
typically accepted by most people [2], since we feel that they help us improve our decisions or
our beliefs towards values that we recognize as beneficial for us as individuals or as a society,
such as health, well-being, privacy, transparency, and others.

Besides System 1 and System 2 nudges, in this paper, we are also considering a third type of
nudging that pushes us towards meta-cognition and introspection, for example, to be reflective



about our own level of confidence in solving a particular task. The concept of meta-cognition has
been defined by [6] as the set of processes and mechanisms that allow a system to both monitor
and control its own cognitive activities, processes, and structures, with the aim to improve
the quality of the system’s decisions [7]. Metacognition is able to assess our competence and
knowledge in a domain, and the confidence we have in solving a particular task. We therefore
model human metacognition as a higher-order representational process that requires cognitive
effort and sophistication [8]. Therefore, prompting metacognition is a way to make us introspect
on possible gaps in our knowledge or lack of confidence in reaching a decision. Based on the
results of its analysis, metacognition may decide whether to use System 1 or System 2 to solve a
problem. As an example of nudging metacognition, consider a question, that we often get them
from our devices, about whether we want to set a reminder to complete a task for a specific
deadline. This request pushes us to assess our own abilities: will we be able to remember what
we have to do and for when? Will our memory likely go through a cognitive overload in the
following days/weeks? Based on its assessment, metacognition may initiate the decision to set
(or not) the reminder.

In our collaborative decision environment, that we call Fast and Slow Collaborative AI (FASCAI),
the machine chooses how to interact with the human decision maker(s) to reach a final decision.
Given a problem instance, the machine generates a decision recommendation and presents it
to the human decision maker, in a way that stimulates the human’s appropriate modality of
thinking, i.e., System 1, System 2, or metacognition. The conditions under which each of these
three nudging mechanisms is chosen depend on appropriate values that are desired and relevant
for the decision environment. In this paper we will consider values such as human upskilling,
human agency, and decision quality. Other possible values to consider could be, for example,
speed, human safety, and societal acceptance.

We are aware that the use of nudging techniques may also have harmful effects depending on
why, when and towards whom those nudging techniques are used. Especially when machine-
nudges are targeting protected categories (e.g. children), we should be extremely careful about
the risks of adopting this technology [9, 10]. We believe that the most innovative aspect
of our nudging framework for AI-human collaboration stems exactly from recognizing and
embracing the value-laden nature of this technology. While AI’s capabilities rapidly advance, it
is fundamental to both include humans in the decision process and to ensure that certain values
are protected and supported, to avoid undesired or uncontrolled outcomes [11, 12, 13, 14]. This
is why, in the framework proposed we introduce a flexible parametrization - based on relevant
values - of our model.

The FASCAI architecture provides a general nudge-based human-machine collaborative
framework that can be flexibly instantiated by identifying appropriate values and priorities, tied
to the decision environment’s parameters and that can evolve over time. A careful assessment
of the parameters is especially important when decisions may be very high-stake and complex,
and therefore require the combination of both humans’ and AI’s capabilities to make sure that
key goals and values are ensured and protected [15]. Without a transparent and agile approach
to embedding values in human-AI systems, AI will not be considered trustworthy, especially in
high-stake decision environments, and this will impact negatively its successful and beneficial
adoption [16].
Contributions: The contributions of this paper can be summarized as follows:



• We introduce the notion of AI nudging in human-AI collaboration, leveraging knowledge
and cognitive theories of how humans make decisions;

• We present the FASCAI architecture for human-AI collaboration via nudging, which is
parametrized on relevant values to be supported in the collaborative decision making;

• We present a specific instance of the FASCAI architecture, where the supported values
are human agency, human upskilling, and decision quality;

• We define and discuss some of the research questions to be addressed both for the general
FASCAI architecture and in the instance we present.

The novelty of this paper is the introduction of AI nudging that is informed by cognitive
theories of human decision making, and values in the context of human-AI collaborative decision
making, and in raising some research questions that we hope to work on with a wider multi-
disciplinary community. We strongly believe that AI will be increasingly used to support
human decisions in many areas, including human creativity and innovation. While this is
very exciting and promising, we need to make sure that this collaboration between humans
and machines protects and supports human and societal well-being and human-machine trust,
besides ensuring system performance. This paper puts forward a proposal to achieve these ends.
We hope to work with many other researchers, in a multidisciplinary environment, to discuss
it, test it, expand it, generalize it, and adopt it.

2. A Nudge-based Human-AI Collaborative Framework

In this paper, we will draw from the insights on nudging, described in the previous section,
to develop an AI technology that can help humans in making decisions, by leveraging the
knowledge of how humans use fast and slow thinking modalities and metacognition. We believe
that this approach offers advantages over other types of human-machine interaction [17, 16, 18].

In our collaborative decision environment, the machine chooses how to interact with the
human decision maker(s) to reach a final decision, within the boundaries of values that humans
(we) have defined. Given a problem instance, the machine generates a decision recommendation
and presents it to the human decision maker, in a way that stimulates the human’s appropriate
modality of thinking, with the aim of delivering a decision while supporting certain values.
Examples of values in this context can be speed, human upskilling, human agency, and decision
quality.

The specific recommendation to present to the decision maker can be influenced by the relative
utilities of the various options. In the simplest case, if the estimated utility of one decision is
significantly better than all other alternatives, it becomes the selected recommendation. If there
are two (or more) alternatives that have comparable utility, the recommendation can be selected
from the acceptable alternatives to either confirm the human choice or encourage thinking
about an alternative choice.

We envision five human-machine decision modalities. Out of these five modalities, three of
them adopt nudging mechanisms from the machine to the human, as the machine nudges the
human to engage her System 1, her System 2, or her metacognition. In the other two modalities,
either the machine or the human decides autonomously.
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Figure 2: Five interaction modalities between AI and humans, leading to increased cognitive load and
autonomy for humans from left to right. Also included is an example of the five interaction modalities,
related to online product recommendation (bottom).

In Figure 2, from left to right, we show interactions with an increasing cognitive load on
the human, as well as their agency and autonomy. The more autonomous the human is, the
more effort they will have to put into the decision. This is why we go from nudges to System 1
thinking, which is automatic and unconscious, to nudges for System 2 thinking, which requires
effort and attention, to nudges for metacognition, that requires not only thinking about the
problem to be solved but also assessing one’s own knowledge and capabilities.

Figure 2 includes also an example of the five interaction modalities, focused on online product
recommendation. When there is no human in the loop, the machine buys the product for us. In
the System 1 nudging modality, the machine adds the product to our online cart, suggesting
that we should buy it. With the System 2 nudging modality, we add a product to the cart and
the machine proposes an alternative product; this forces us to think about which of the two we
want to buy. With a metacognitive nudge, we add the product to the cart, and the machine asks
us if we want to see alternative products. Finally, with a human-only decision environment, we
just buy the product manually with no interaction with the machine.

Besides the machine and the human, in our model, a third system receives the input problem
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Figure 3: The FASCAI architecture, where a machine and a human interact via a nudging controller.

instance and decides which interaction modality should be used, by activating the machine or
the human in appropriate ways. We name this overall architecture FASCAI (for FAst and Slow
Collaborative AI). Fig. 3 gives a schematic description of the system.

It is worth noting that, depending on the decision scenario, one may want to use only a subset
of these interaction modalities. In particular, we envision that the autonomous decision by the
AI system could be ruled out when the decision scenario is too risky, as for example is expected
according to the European AI Act in the identified high-risk settings in the proposed legislation
[19], or when the risk of human safety is present.

For this paper, we do not make any assumption on what technique the machine employs
to generate the decision to recommend. However, it is worth noting that AI itself may work
according to both fast data-driven approaches and slower logic-based reasoning methods, and
can also learn how to navigate between the two in a way that minimizes time to decision
and maximizes decision quality [20, 21]. Figure 4 shows a schematic picture of the SOFAI
architecture [20], that can be instantiated to build machines that have fast solvers, slow solvers,
and a meta-cognitive agent that governs their use.
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Figure 4: The SOFAI architecture, where a machine has both fast and slow solvers, plus a metacognitive
agent to govern their use.

3. How to Implement Nudges

Let us now consider the three nudging modalities in our framework: nudging for System 1,
System 2, and metacognition, and discuss how they can be implemented. The first nudging
strategy is the one in which FASCAI decides to nudge the human to use her fast-thinking or
System 1. To achieve this, the machine generates its decision recommendation and proposes it
immediately to the human, without giving to the human any time to generate her own initial
decision. This modality leverages the anchoring bias effect to make it difficult for the human to
deviate from the machine recommendation, thus avoiding a deep System 2 thinking behavior.
Because of both the automation and the anchoring bias effect, in this interaction modality,
humans are most probably led to react to the machine by adopting its recommended decision,
although they are free to choose to not do so [4, 22, 23].

As a second type of interaction, FASCAI may instead nudge the human towards adopting their
slow thinking. To achieve this, the machine does not disclose the recommended decision right
away, but rather gives it to the human only later, after having left enough time for the human
to generate an initial decision. This will push the human to compare the two (possibly different)



decisions and decide whether to revise her decision by using her slow thinking processes. This
conjecture is based on studies that show that humans engage their System 2 thinking when
faced with making a choice between contradictory options [4, 24].

The third type of machine nudging takes place when the machine encourages the human
to use her own metacognition and thus to choose – in a deliberate, conscious way – which
thinking modality to adopt or whether to ask for help [8]. To achieve that, the machine waits for
the human to generate an initial decision, and at that point, it gives the human the option to see
the machine’s recommendation (while also disclosing its level of confidence and track record).
This question will likely trigger the human’s own metacognitive agent: the human is now
nudged to check her own level of confidence and whether she could benefit from the machine’s
help in making the final decision. This nudging modality gives humans great autonomy and
encourages them to exercise their own agency in determining the best way to tackle the task at
hand.

Figure 5 summarizes the proposed implementation of the three kinds of nudges.

4. When to employ Each Nudging Modality: A Value-Based
Approach

Given the input problem instance, the collaboration controller of the FASCAI architecture
decides the specific modality of interaction, based on the human’s and the machine’s past
performance on similar problems, and the machine’s own confidence in its recommendation.
The choice of these two dimensions to structure the controller’s decision depends on one
fundamental value we aim to support with the human-machine interaction, which is decision
quality: we want to deliver decisions that are superior to the decisions humans or machines
would take by themselves.

Let us assume, for sake of example, that we partition the machine confidence range in three
intervals (low, medium, and high confidence). We, therefore, have six possible situations, based
on three machine confidence levels and two comparison options for the human vs machine past
performance.

While we consider decision quality as a fundamental value to be supported in a decision
making framework, there may be other values that are also very relevant for specific decision
settings. These values should determine the allocation of the five interaction modalities onto
the six confidence-performance combination scenarios.

For the decision scenarios we are describing, we assume that human upskilling and human
agency are the other two values we want to support. That is, we would like humans to be in
control of their decisions as much as possible, and to learn and improve their ability to think,
reflect, and introspect while interacting with machines in making decisions. To achieve this, we
allocate System 1 nudges only when really needed, preferring in all other cases System 2 and
metacognition nudges. More precisely, FASCAI will choose to adopt System 1 nudges when the
machine is both highly confident in its suggestion and has a better track record on solving these
types of tasks than humans. This indicates that the machine’s suggestion is probably correct
and that it is reasonable to nudge the human to adopt a specific behavior as we expect the
human not to do well if left to decide fully autonomously. However, in the current framework,
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Figure 5: Nudges’ implementation.

we limit human autonomy only in those situations in which the human performance has been
significantly worse than the machine’s, and we believe that the human could learn more by
looking at what the machine does. Though this limits human’s freedom of choice, we do not
think that humans are completely deprived of their autonomy in those scenarios either. Even
when nudged in their System 1, humans can always opt out and decide independently of what
the machine recommends [3].

In contrast, System 2 nudging is used in two different scenarios. The first one takes place when
the machine has a better performance than the human but for the current task its confidence in



its own solution is low. In this situation, it is reasonable to rely on the human’s slow thinking
while also helping the human by showing them the machine’s suggestion. We do not want
here the machine to push the human to take a particular decision. In contrast, in this scenario,
we offer the human the chance to improve on their past performance by encouraging them
to consider the suggestion of the machine and confronting it with their own initial decision,
so they can decide whether to follow the machine or not. In this situation, we may consider
disclosing to the human that the machine’s confidence is low to prevent automation bias to
weigh on the human’s final decision [23]. Alternatively, the machine will nudge the human
to adopt System 2 when the machine has a worse track record than the human but has high
confidence in its current solution. Again, here we trigger the human’s slow thinking by letting
the human think about the problem first and reach an initial decision by themselves. Also, we
expect that comparing their decision with the machine’s suggestion will make the human more
attentive when making the final decision.

Since metacognition is especially demanding in terms of time and human cognitive load,
we deem that only in certain conditions it is convenient to adopt this interaction modality,
namely when the human is an expert and can reliably assess their own abilities [25]. For this
modality, the human has performed better than the machine in the past, and the machine has
medium confidence in its recommended decision. In this situation, the machine offers its own
solution after the human has reached an initial decision. Thus, we expect that humans will
assess whether or not they may benefit from the machine’s offer to help. This assumes that the
human is capable of determining her confidence and therefore deciding if a machine can help
(if the human’s confidence is low), in which case the human will probably adopt System 2 to
compare their candidate’s decision with the machine’s.

Our human-machine collaborative framework also includes two instances in which no nudg-
ing occurs. When the human has a superior track record and the machine is not confident
in its own recommendation, the machine lets the human decide in full autonomy without
nudging them in any way. Also, the machine will take the final decision without consulting the
human in those cases when the machine is highly confident in its solution and the human’s past
performance is worse than the machine’s. In this last scenario, the human will nevertheless be
able to see what the machine does and the decisions it takes so that they can learn from the
machine.

Figure 6 summarizes the allocation of the five interaction modalities to the various scenarios,
depending on the machine’s confidence and past performance of human vs machine.

We are building the FASCAI architecture in a way that can be parameterized by the values
we think are relevant to the specific decision scenario. However, values can vary significantly
depending on the decision environment. They include speed, human upskilling, decision quality,
safety, resource consumption, human safety, and so on. Furthermore, for each situation often
more than one value is relevant, so priorities should be defined and considered in filling the
nudge allocation table shown above. Values, and their priorities, can also vary within the same
decision environment. For example, when time becomes a critical resource, speed may become
more important than other values that were instead prioritized earlier. It is also reasonable
to consider a feedback loop (from the final decisions to the nudging controller) that helps the
nudging controller evolve over time: if the decision quality or the evidence for supporting other
values decreases over time, we may want to modify the allocation table. In conclusion, though
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Figure 6: The nudges allocation table.

in this example we have prioritized certain values over others, we believe that our overall model
can be adapted to fit alternative values in different contexts.

5. Research Questions

As mentioned in the introduction, this paper is intended to propose a general human-machine
collaboration architecture and to explore its potential in embedding values in this domain,
together with a wide research community. To this aim, we would also like to share some



research questions about the FASCAI architecture, that we think will help us identify the best
configurations for human-machine collaboration based on nudging.

Some of these questions are related to the assumptions we made in defining FASCAI, others
refer to translating the nudging mechanism from a human to a machine environment, and the
third category has to do with evaluating the quality of the values’ embedding.

5.1. FASCAI assumptions

One of the main assumptions in our AI nudging approach is that just like in our everyday life
also, AI nudging creates an anchoring effect (that is, information coming from the machine
leads humans to anchor their reasoning and decisions on that information). In fact, without
a significant anchoring effect, we cannot expect machine nudging to achieve the effects we
hope for in human reasoning and decisions. This is especially relevant for the System 1 nudges,
where we assume that humans will probably follow the nudge.

RQ1: Are AI nudges generating a significant anchoring effect?

A related second question is about whether the machine anchoring effect is similar in strength
(or less, or more) compared to the anchoring effect generated by human nudges. If so, we can
safely adopt the extensive literature on human nudges for AI nudges.

RQ2: Is the AI nudge anchoring effect comparable to the human one?

5.2. Human acceptance of AI nudges

Another question is whether or not humans are inclined to accept machine-nudging at all,
just like we accept human-generated nudges. It is possible that humans will tend to reject
the suggestions coming from AI because they do not trust AI and are skeptical of its ability
to deliver reliable results. Some initial experiments, on very specific decision scenarios, show
significant effects on decision accuracy and a sort of prejudice against the machine [26, 27, 28].

RQ3: Are AI nudges accepted by humans as a human-machine collaboration mech-
anism?

A related question is whether humans accept more or less System 1 or System 2 AI nudges.

RQ4: Are System 1 AI nudges accepted more or less than System 2 AI nudges?

5.3. Value embedding

In this paper, we have described both a human-AI collaborative framework (FASCAI) and one of
its instances, that is expected to support decision quality, human upskilling, and human agency.
For this instance, and in general for any other instance, it is important to check that the desired
values are indeed successfully embedded in the framework, that is, that they appear supported
in the behavior of the system.



RQ5: Are FASCAI’s decisions better than humans’ alone or AI’s alone?

There is already some evidence that well-timed human-machine collaboration can lead to
improved performance and decision-making [18, 29, 30]. However, those systems are not based
on nudging. To study this for FASCAI, we plan to test the quality of the decisions adopted by
FASCAI and compare them with the decisions of the human and the machine taken separately.

RQ6: In the FASCAI instance, are humans learning over time, more than if they are
asked to make decisions by themselves?

To show that adopting FASCAI supports human upskilling (that is, to answer question RQ6),
we plan to conduct two sets of tests. First, we measure the human’s performance at the relevant
task before the interaction with the machine has taken place. After some runs of FASCAI, we
then individually test the same human again: if they are performing better than they did initially,
then this is an indication that they are acquiring new knowledge thanks to the collaboration
with the machine.

RQ7: Is human agency preserved in FASCAI?

To test this, we will study both System 1 and System 2 AI nudges to check the presence of
human deviations from the machine nudge.

6. Final Considerations and Future Work

Nudging has been adopted and studied significantly in both human and human-machine settings
[31]. However, we are not aware of any other work that defines and fully adopts AI nudges that
leverage the thinking fast and slow theory of human decision making. Moreover, we introduce
here the possibility of adopting metacognitive nudges, a new perspective in the human-machine
interaction [17]. Finally, and most importantly, we are not aware of any value-based framework
for AI nudging (or collaborative AI). Therefore, the innovation of our work is in introducing
and combining three complementary but related concepts within a general human-machine
collaborative framework: values, AI nudging, and cognitive theories of human decision making.

We are now working to design appropriate testing frameworks for the research questions we
have outlined in this paper, to implement them, and to assess the experimental results. We are
also planning to combine the SOFAI architecture [20] with the FASCAI framework described
in this paper, to fully integrate the notion of thinking fast and slow in a human-machine
collaborative environment.
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