BERTinchamps: Cost-effective Training of Large Language Models for Medical Tasks in French

Amaury Fierens¹, Sébastien Jodogne¹

¹Institute of Information and Communication Technologies, Electronics and Applied Mathematics, Louvain School of Engineering, UCLouvain, 1348 Louvain-la-Neuve, Belgium

Abstract

Many medical applications are envisioned for Large Language Models (LLMs), such as the automated summary of the health condition of a patient, or the automated codification of electronic health records. Even though the training of LLMs directly inside hospitals is highly desirable to exploit the local clinical data while avoiding data privacy concerns, this process requires a costly, complex computing infrastructure. This paper explores the recent Cramming approach as a cost-effective way to train LLMs within medical institutions in one day using one GPU. We show that the Cramming approach that was originally designed for English can be transposed to French, and that the resulting models can be successfully fine-tuned to healthcare-related tasks in the French language. This research opens the path to the creation of LLMs that are tailored to the specific needs of institutions that handle sensitive textual data in another language than English.
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1. Introduction

The field of Natural Language Processing (NLP) is currently attracting a lot of attention in the context of healthcare [2, 3]. Indeed, automating tasks such as the codification of electronic health records (EHRs) could be highly valuable to monitor the quality of treatments [4], to help with hospital payment reimbursement [5], to provide a summary of the health condition of a patient [6], yet to detect diseases at an early stage by using clinical codes as biomarkers [7].

In particular, the recent major advances in the field of Large Language Models (LLMs) are opening great opportunities for NLP [8, 9]. A growing number of physicians are enthusiastic about using modern tools such as the well-known ChatGPT chatbot to help with medical tasks [2, 10]. As of June 2023, ChatGPT internally uses the closed-source, proprietary LLMs GPT-3.5 and GPT-4 [9], which introduces a strong dependency upon the proprietary infrastructure of the OpenAI platform. But, the protection of patient privacy prevents the direct use of such proprietary LLMs in a clinical context because they are generally cloud-based, while regulations such as the General Data Protection Regulation (GDPR) in Europe forbid medical data from leaving hospitals unless it has been at least pseudonymized. Similar difficulties are encountered when a hospital seeks to exploit LLMs in the context of clinical research.
This calls for the development of LLMs that can be entirely self-hosted inside the infrastructure of a hospital. Self-hosting is evidently highly desirable for inference on the EHRs of the hospital. However, besides inference, it is also important to be able to train LLMs inside the hospitals, to fine-tune them to the population of patients of one hospital or of one clinical department of interest. Self-hosting can be notably achieved by taking advantage of LLMs whose architecture has been published as open-source code, and whose pre-trained weights are available as open data. Early LLMs available as open-source and open-data include BERT [11] and GPT-2 [12]. More advanced models such as BLOOM [13], Cerebras-GPT [14], or LLaMA [15] are now available.

A difficulty with open, general-purpose LLMs is that they have been primarily trained on English datasets, without a specialization on the clinical language. This has motivated researchers to train LLMs using corpora containing medical documents. This is possible for English, for which corpora of sufficient size have emerged over the years. For instance, BioBERT [16] was trained on a dataset made of PubMed abstracts, while ClinicalBERT [17] was trained on MIMIC-III [18]. This shows that even though the BERT architecture has a number of parameters that is much smaller than more recent models, the variations of BERT can still be considered as compact Large Language Models with interesting applications related to healthcare. Unfortunately, there is still a lack of large-scale medical corpora for most languages besides English. In the context of French, only a handful of pre-trained LLMs for the clinical language are currently available. Those include DrBERT [19] that leverages the RoBERTa architecture [20] and that is trained from scratch using the biomedical corpus NACHOS that is not publicly available yet at the time of writing. The evaluation of such models on real-world clinical tasks is still a work in progress due to the lack of sufficiently large amount of domain-specific data in French.

An alternative to the use of LLMs that are pre-trained for healthcare applications would be to train the LLMs locally, inside the hospital, directly on the EHRs it hosts. This approach would have the great advantage of training models that reflect the local patient population of the hospital, while bringing privacy by design. By training a BERT model from scratch directly on the local electronic health records of the hospital, the resulting language model could be better adapted to healthcare-related tasks in that specific hospital, with respect to one model that would have been obtained from the fine-tuning of a general French model such as CamemBERT [21]. However, it is commonly considered that training a sufficiently expressive LLM from scratch is extremely demanding in terms of time and computational resources, as standard training processes require dozens of days of computation on powerful Graphics Processing Unit (GPU) that come at a high budget. Nevertheless, recent work has shown that it is possible to drastically reduce the training time of BERT-like LLMs by slightly modifying the BERT architecture and the way datasets are preprocessed [22]. This simplification is referred to as “Cramming”, and the resulting LLM is called “crammed BERT.” To the best of our knowledge, the Cramming approach has only been studied in the context of the English language and has not been applied to the medical field so far.

In this paper, we investigate the use of the Cramming recipe to train LLMs on healthcare-related tasks in French. Our results show that our crammed BERT model, referred to as BERTinchamps, achieves a performance that is close to that of DrBERT on selected tasks related to the medical field, while requiring only one single day of training. This contribution opens the path to the training of LLMs directly inside institutions that generate sensitive textual data,
such as hospitals, at a reasonable cost, while preserving the privacy of data.

2. Related Work

The idea of optimizing a LLM architecture to train it using less resources has already been explored in the literature. In 2015, the idea of Knowledge Distillation was introduced in neural networks [23], which enabled the training of smaller models from a bigger one, with little loss in performance. This approach was used to create distilled versions of well-known LLMs such as DistilBERT [24] and DistilGPT-2 [25]. Another technique consists in the quantization of the model. Since its introduction in 1990 [26], quantization has been widely applied to the Transformer-based architectures that underpin BERT, for instance in BinaryConnect [27], in the Bondarenko et al. paper that introduced quantization for BERT [28], in Q8BERT [29], or in BinaryBERT [30]. An even more recent paper has presented QLoRA [31], an efficient fine-tuning method for quantized models.

While those methods are extremely useful to reduce the size of an already existing LLM, they are not designed to train LLMs from scratch at a decent cost. The Cramming recipe is a recent contribution to serve this purpose [22]. The main goal of Cramming is to modify the architecture and the training process of classical BERT-like models, while adapting the preprocessing of the data, in order to determine how well such so-called “crammed BERT” models can perform after having been trained on one single GPU for one single day.

The Cramming approach is motivated by the scaling laws described by Kaplan et al. [32] that hold in the low-resource regime. These scaling laws suggest that it is not necessarily useful to reduce the number of parameters of BERT-like architectures. Instead of reducing the number of parameters, the Cramming recipe optimizes the model architecture and adjusts the training setup. Cramming also explores architectural enhancements that speed up the computation of the gradients. Slight improvements are obtained by disabling the QKV biases in the multi-head attention block [33], together with changes in the embedding blocks. The Cramming recipe also proposes hyperparameters that are adapted to the training of crammed BERT models. Finally, careful selection and processing of the training data is applied to extract well-suited tokens, enhancing the overall performance of the crammed models. These contributions have been shown to bring significant improvements, enabling the fast training of BERT-like models for English. However, the application of the Cramming recipe to other languages is still largely unexplored. Our paper steps into this gap, by mirroring the advancements of the Cramming approach in the French language, and by exploring how well crammed BERT models for French behave on healthcare-related tasks.

3. Methods

In this section, we describe our methodology and the parameters we used to mirror the Cramming recipe in the French language. The resulting crammed BERT model is referred to as BERTinchamps. The fine-tuning of BERTinchamps on selected healthcare-related tasks is then discussed.
3.1. Pre-training

BERTinchamps was trained on the French part of the OSCAR dataset [34]. The OSCAR dataset is an extensive multilingual corpus acquired through language classification and filtering of the Common Crawl corpus employing the goclassify architecture. A subset of 17GB of the French part of the OSCAR dataset was selected. Tokens were extracted using the WordPiece algorithm [35], with a vocabulary size \( n_{vocab} = 32768 \). After tokenization, the dataset size was 37GB. The cross-entropy loss was optimized, as it is usually the case if training BERT models. However, to accelerate the training, the context was reduced from a maximum sequence length of 512 tokens to 128 tokens, as recommended in the Cramming paper. In the same vein, the training objective was kept as masked language modeling, with the same masking proportions as in the original setup described by Devlin et al. [11].

AdamW was used as the optimizer [36], which is a modified version of the Adam optimizer [37] where weight decay is performed after controlling the parameter-wise step size. The parameters of AdamW were set as follows: Weight decay equals \( 0.01 \), \( \beta_1 = 0.9 \), \( \beta_2 = 0.98 \), and \( \epsilon = 10^{-12} \). A gradient clipping of 0.5 was also included. The learning rate was set to \( 10^{-3} \) and, contrarily to the original instructions of the Cramming recipe, a slanted triangular learning rate was used as the scheduler, with a base percentage of 25% and a falloff of 0.25 as parameters. This adaptation was experimentally found to be more efficient for the French language than the one-cycle learning rate used for English language in the original paper. This might be caused either by the difference language structures, or by the content of the training dataset itself.

A micro-batch size of 128 and a batch size of 4096 were used, the Cramming setup being limited to the presence of one single GPU. This policy is rescheduled by linearly increasing the averaged number of micro-batches over the training time. The model was trained for 24 hours, as required by the Cramming recipe, on one NVIDIA A100 GPU with 40GB, and was called BERTinchamps. Figure 1 plots the evolution of the Masked Language Model (MLM) loss during the training.

3.2. Fine-tuning

In a first phase, three of the four datasets in the FLUE benchmark were used to assess the overall performance of BERTinchamps. FLUE is an equivalent of the GLUE benchmark for the French language [38]. In a second phase, to determine whether such a crammed model was promising for tasks related to the medical domain, BERTinchamps was fine-tuned on QUAEROFrenchMed [39], a French medical corpus that is made of two datasets, EMEA and MEDLINE. The use of QUAEROFrenchMed enables the comparison of BERTinchamps against DrBERT [19], a LLM for biomedical tasks in French.

3.2.1. FLUE

The FLUE benchmark is widely used to evaluate LLMs for the French language. It has notably been used to test CamemBERT [21] and FlauBERT [38], two of the most powerful LLMs for French at the time of writing. BERTinchamps was evaluated on three of the four datasets that are comprised in the FLUE benchmark, namely the XNLI, CLS and PAWS-X datasets. Each FLUE dataset serves a specific role. The XNLI dataset, a French subset of MNLI, is related to the
Figure 1: Evolution of the MLM loss during the training, as a function of (a) the number of micro-batch steps, and (b) the number of tokens ingested by the model. These plots show that, as expected, the loss lowers as either of those numbers increases. Note that plot (b) is on a semi-log scale, with the $x-$axis expressed in base 10.

Natural Language Inference (NLI) task that identifies logical relationships between premise and hypothesis sentences. The CLS dataset is employed for text classification, using star-based labels to categorize Amazon reviews of books, DVDs, and music. Despite its initial separation into the latter three categories of reviews, we posit that classifier performance is not significantly impacted by consolidating these three categories. The PAWS-X dataset targets paraphrasing identification, where paired sentences are tagged as 1 for semantic equivalence or 0 otherwise.

Most of the FLUE tasks involve fine-tuning for sequence classification, for which the approach described in the Cramming paper was used. The AdamW optimizer was accordingly used for the fine-tuning, with parameters $\beta_1 = 0.9$, $\beta_2 = 0.98$, $\epsilon = 10^{-6}$, and a smaller learning rate of $4 \cdot 10^{-5}$. The cosine-decay scheduler was experimentally found to provide better performance for the fine-tuning. The model was trained for 10 epochs on CLS and PAWS-X, and for 5 epochs on XNLI. The training batch size was set to 16, while the testing batch size was set to 128.

3.2.2. QUAEROFrenchMed

The QUAEROFrenchMed benchmark is a Medical Named Entity Recognition task in the French language, whose purpose is to associate a clinical entity to each token of a medical text. The QUAEROFrenchMed benchmark is made of two distinct datasets, namely EMEA and MEDLINE, that share the same clinical entities of interest. MEDLINE is composed of a lot of short sentences coming from MEDLINE article titles, while EMEA is composed of a few long documents coming from drug descriptions.

The QUAEROFrenchMed benchmark involves the classification of tokens, which contrasts with the FLUE benchmark for which sequence classification fine-tuning was needed. To this end, a Linear Layer was added at the end of the BERTinchamps pre-trained model, with an output size equal to the number of clinical entities in QUAEROFrenchMed. This Linear Layer
was trained using cross-entropy loss. Moreover, the original datasets had to be adapted to meet the requirements associated with this classification setup. For MEDLINE, the annotations had to be processed, as some of the entities had multiple spans. As far as EMEA is concerned, the dataset was first made like MEDLINE by splitting the long documents into their individual sentences. The annotations also had to be processed for the same reason as MEDLINE. Each word of both datasets was tokenized and each sentence of EMEA was identified using the French blank model of the spaCy Python package [40] along with its Sentencizer tool. For both EMEA and MEDLINE, all the resulting words, along with their labels, were stored as a JSON file for further processing.

The AdamW optimizer was again used to fine-tune BERTinchamps on the EMEA and MEDLINE tasks. The default implementation of the AdamW trainer in the PyTorch package was used [41], with a smaller learning rate of $10^{-4}$. The slanted triangular learning rate was used as the scheduler, as it provided better performance in this case. The model was trained for 100 epochs, for both EMEA and MEDLINE. Both the training and testing batch sizes were set to 8.

4. Results

This section first presents the overall performance of the BERTinchamps model according to the FLUE benchmark. Secondly, the specific capabilities of the model related to the medical language are tested on the QUAEROFrenchMed benchmark.

4.1. FLUE

As explained in Section 3.2.1, BERTinchamps was compared to CamemBERT and FlauBERT, two state-of-the-art LLMs for the French language, on the CLS, PAWS-X, and XNLI tasks of the FLUE benchmark. Because the BERTinchamps model is a crammed BERT model with 110 millions of parameters, versions of CamemBERT and FlauBERT with a comparable number of parameters were considered (i.e., CamemBERT$^{\text{base}}$ and FlauBERT$^{\text{base}}$ that respectively contain 110 and 138 millions of parameters). Table 1 reports the final accuracy of each model on each task. The results show a difference of less than 4% in performance between the BERTinchamps crammed model and the state-of-the-art models.

<table>
<thead>
<tr>
<th>Model</th>
<th>CLS</th>
<th>PAWS-X</th>
<th>XNLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>CamemBERT$^{\text{base}}$</td>
<td>93.33*</td>
<td>90.14</td>
<td>81.2</td>
</tr>
<tr>
<td>FlauBERT$^{\text{base}}$</td>
<td>93.21*</td>
<td>89.49</td>
<td>80.6</td>
</tr>
<tr>
<td>BERTinchamps</td>
<td>90.14</td>
<td>86.56</td>
<td>77.59</td>
</tr>
</tbody>
</table>

† Results reported in FlauBERT paper [38]
* Results averaged from the 3 categories

Table 2

Accuracy comparison between the three LLMs on EMEA and MEDLINE, the two parts of QUAEROFrenchMed corpus.

<table>
<thead>
<tr>
<th>Model</th>
<th>MEDLINE</th>
<th>EMEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CamemBERT$^{\text{base}}$</td>
<td>80.60</td>
<td>90.54</td>
</tr>
<tr>
<td>DrBERT$^{7\text{GB}}$</td>
<td>79.54</td>
<td>89.87</td>
</tr>
<tr>
<td>BERTinchamps</td>
<td>79.43</td>
<td>89.38</td>
</tr>
</tbody>
</table>

Results averaged from the 3 categories
Table 3
Label-level $F_1$-scores for DrBERT and BERTinchamps on EMEA and MEDLINE, along with the support in terms of token appearances.

| Label | MEDLINE | | | | EMEA | |
|-------|---------|---|---|---|---|
|       | DrBERT $F_1$ | support | BERTinchamps $F_1$ | support | DrBERT $F_1$ | support | BERTinchamps $F_1$ | support |
| 0     | 88.6 | 10006 | 88.4 | 8767 | 94.3 | 10785 | 94.5 | 9494 |
| ANAT  | 48.8 | 622  | 54  | 745  | 60.3 | 119  | 49.8 | 131  |
| CHEM  | 72.1 | 786  | 74.9 | 955  | 83  | 1874 | 89.2 | 2456 |
| DEVI  | 13.3 | 85   | 20.4 | 80   | 30.8 | 191  | 47.7 | 207  |
| DISO  | 73.4 | 2421 | 76.3 | 2905 | 77.4 | 624  | 74.1 | 819  |
| GEOG  | 28.1 | 109  | 62.7 | 75   | 58.3 | 28   | 70.3 | 22   |
| LIVB  | 61.8 | 603  | 73  | 598  | 85.2 | 315  | 81.1 | 321  |
| OBJC  | 3.5  | 57   | 9.2 | 53   | 4   | 70   | 4.6  | 59   |
| PHEN  | 2.4  | 78   | 18.3 | 78   | 15.1 | 39   | 18.9 | 36   |
| PHYS  | 30.7 | 264  | 31.3 | 265  | 53.1 | 118  | 48.6 | 147  |
| PROC  | 59.9 | 1084 | 62.4 | 1235 | 70.4 | 345  | 64.1 | 388  |

4.2. QUAEROFrenchMed

The capabilities of BERTinchamps on healthcare-related tasks in the French language were evaluated on EMEA and MEDLINE, the two datasets of the QUAEROFrenchMed benchmark. To this end, BERTinchamps was compared to both DrBERT, a recent LLM trained on biomedical data, and CamemBERT. The three LLMs were fine-tuned on QUAEROFrenchMed for the classification of tokens, using the experimental setup described in Section 3.2.2. The results are reported in Table 2. As can be seen in this table, the accuracy of BERTinchamps is close to DrBERT, and slightly worse than CamemBERT on the investigated tasks.

Tables 3 shows the label-level results for BERTinchamps and DrBERT. The $F_1$-score is reported together with the support for each label. Mismatch between the support counts is due to the use of different tokenizers in the two models, as the labels are put on the tokens that compose each word. Interestingly, while Table 2 tends to indicate that DrBERT provides better accuracy than BERTinchamps, Table 3 shows that BERTinchamps outperforms DrBERT in the MEDLINE dataset on every label but the 0 label, which is the default label of words without annotations. Moreover, BERTinchamps outperforms DrBERT on 6 out of 11 labels of the EMEA dataset. This tends to show that BERTinchamps and DrBERT share similar performance on the considered tasks.

4.3. Discussion

The results of Section 4.1 on the FLUE benchmark provide evidence that the Cramming recipe can be transposed to the French language, even though it was originally designed for English. The BERTinchamps crammed model performs well compared to state-of-the-art LLMs, even though it has only been trained on a single NVIDIA A100 GPU for 24 hours, which amounts to 4.1 exaFLOP. In comparison, CamemBERT has been trained on 256 NVIDIA V100 GPUs for 24 hours, for a total of 100 exaFLOP, while FlauBERT has been trained on 32 NVIDIA V100 GPUs.
for 410 hours, for a total of 210 exaFLOP.

In addition, Section 4.2 indicates that the BERTinchamps model is promising on medical-related tasks, competing with a specialized LLM like DrBERT on an experimental setup derived from the QUAEROFrenchMed benchmark. The training of DrBERT has required 128 NVIDIA V100 GPUs for 20 hours, for a total of 41 exaFLOP. Summarizing, given the overall performance of BERTinchamps together with its low training cost, the Cramming recipe is a highly promising path to the local training of LLMs directly inside hospitals.

5. Conclusion

This paper contains two significant findings. Firstly, the Cramming recipe that was originally designed for English can be applied to the French language, with comparable effectiveness, resulting in the BERTinchamps model. This finding also suggests that Cramming is likely to be useful in other languages. Secondly, BERTinchamps can be fine-tuned to tasks that are related to the French medical language. Taken together, these two findings suggest that the self-hosted training of LLMs from scratch is within the reach of French-speaking institutions handling sensitive data, which includes the hospitals. By accelerating the training of LLMs by an order of magnitude, the Cramming recipe has the potential to strongly reduce the cost and complexity of the infrastructure to train LLMs from scratch in different languages. This not only opens the door to numerous applications within the realm of medical NLP, but also allows the creation of LLMs that are tailored to the very specific needs of the institutions where they are deployed.

Future work will consist in demonstrating the feasibility of training crammed models inside a hospital, for a real-world clinical task such as the automated codification of the EHRs managed by the hospital. Another promising research path will consist in leveraging federated learning for the collaborative training of one crammed model that is shared by a coalition of hospitals.
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