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Abstract

Advances in artificial intelligence trigger transformations that make more and more companies enter
Industry 4.0 and 5.0 eras. In many cases, these transformations are gradual and performed in a bottom-up
manner. This means that in the first step, the industrial hardware is upgraded to collect as much data as
possible without actual planning of the utilization of the information. Furthermore, the data storage and
processing infrastructure is prepared to keep large volumes of historical data accessible for further analysis.
Only in the last step are methods for processing the data developed to improve or gain more insight into
the industrial and business processes. Such a pipeline makes many companies face a problem with huge
amounts of data, an incomplete understanding of how the existing knowledge is represented in the data,
under which conditions the knowledge no longer holds, or what new phenomena are hidden inside the
data. We argue that this gap needs to be addressed by the next generation of XAI methods which should
be expert-oriented and focused on knowledge generation tasks rather than model debugging. The paper
is based on the findings of the EU CHIST-ERA project on Explainable Predictive Maintenance (XPM).
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1. Industrial data is a black box itself

Explainable artificial intelligence (XAI) aims to bring transparency, trust, and intelligibility to
automated decision-making systems based on Al algorithms. In recent years, the primary focus
of XAI was to build methods that introduce transparency into black-box models, such as deep
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neural networks. This includes a variety of model-agnostic methods such as LIME [1], SHAP [2],
Anchor [3], LORE [4], and LUX [5], but also model-specific approaches that take advantage
of gradient-based deviations from the reconstruction of the input features [6] or the internal
features of particular machine learning algorithms, such as GradCam [7], dedicated to deep neural
networks. In parallel to the aforementioned research, another trend is also emerging that forces
the construction of efficient glass-box [8], inherently interpretable models such as explainable
boosting machines [9], and, most recently, prototype deep neural networks.

Regardless of the underlying techniques used in the XAl methods, their goal is always to explain
the model’s decisions by delivering a description of a relationship between the model input and
the model output. Such a description can be presented in various forms [10]: feature importance,
feature impact, decision rules, prototypes, examples, etc. This builds end-user trust in the model
and allows for better model understanding, which can be used to model debugging, data debiasing,
etc., contributing to boosting the model performance.

However, at the same time, one should assume that high-performing models encapsulate
important knowledge, which can be used to better understand not only the model itself but also the
data and the process that generates it. This is especially important in areas such as industry, where
data is a black box itself — as in most cases it comes as unlabeled, noisy, incomplete, and, most
importantly, without any explicitly formulated background knowledge about the processes that
generated them. It is even more essential for Industry 5.0, where the collaboration between Al and
humans is one of the core assumptions, and the pitfalls and false hopes for current XAl have already
been reported [11, 12]. Therefore, shedding more light on the data and focusing on knowledge
generation regarding the underlying mechanism that is the source of the data can help improve
not only the model but also the whole process (i.e., business process, manufacturing process,
maintenance process) on which the next generation of models can be trained, as presented in
Fig. 1. Surprisingly, this motivation was never a foundation for the state-of-the-art XAl algorithms.
Therefore, in our opinion, the new XAI methods for Industry 5.0 require several major changes
in the design assumptions, including the following:

A1l —Presenting knowledge that has already been available in the domain is closer to confirmation,
rather than explanation. The new XAl methods should focus more on extracting knowledge from
predictive models than be limited only to the explanations that mainly serve the purpose of a model
or dataset debugging.

A2 — Explanation is an act of knowledge transfer. This imposes a need for research on methods
that will allow bidirectional transfer between humans and Al systems. The new generation of XAl
algorithms should inherently be designed to allow humans to formulate expectations and needs
to be addressed by the XAl algorithm and receive explanations on the desired level of abstraction.

A3 — New knowledge discovered in the explanation process may not be consistent with domain
knowledge. The new generation of XAl algorithms should generate explanations that can be
validated against domain knowledge and contested by a human [13]. Therefore, they should be
tightly coupled with argumentative frameworks [14].

A4 — Explanations are useful if they are actionable [15]. New XAl algorithms should be designed
so that the knowledge they extract can be directly utilized by machine learning models, the business
process, or instant decision-making, closing the explanation loop.
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Figure 1: XAI2.0 should explicitly be focused on extracting knowledge from the model, and
generating explanations in a more holistic manner.

2. Showcases and limitations of current XAl in industry

The assumptions brought by us in the previous section aroused based on our experience from
eXpainable Predictive Maintenance (XPM)' project where we work on integrating explanations
into Artificial Intelligence (AI) solutions within the area of Predictive Maintenance (PM) [16].
In the following section, we present several showcases of major challenges for practical XAlI
applications in four selected cases: electric vehicles, metro trains, steel plants and wind farms.

In the steel industry, one of the questions is how to translate the decision—making process
performed by an ML algorithm in a way that can be understood by a domain expert who is
not necessarily an ML specialist. This is an essential aspect, neglected in many of the current
XALI solutions, as successful implementation of new solutions requires compliance with the
technologies and procedures used in the company (A4). Therefore, it is crucial to develop XAI
methods that will allow incorporating real-life knowledge into quality decision support tasks and
creating a semantic connection between the data and human specialists [17] (A2).

Another issue related to the proper utilization of domain knowledge in explanations is related to
so-called physics-guided or physics-informed systems, popular in industries that relay on processes
that have strong theoretical background in mathematics or physics. In such a case, the Al system
can be enhanced with that knowledge, as shown in [18]. However, current XAI methods do not
allow us to take full advantage of the fact that domain knowledge has been used in the ML model,
although it could be used as part of the quality control of explanations in terms of compliance
with known theoretical foundations (A3).

Addressing (A1), (A2), and (A3) is also important in the automotive industry. Transfer Learning
and, more specifically, Domain Adaptation, have been shown to effectively address dynamic and
diverse environments [19]. However, explanations of how domains differ and how AI/ML models
capture and align these variations are still lacking. An industry-specific Explainable Domain
Adaptation (XDA) approach is required to extract information on domain changes that may not
be immediately apparent to domain experts [20] (A1), (A3). Only by leveraging the explanations
and knowledge acquired through XDA, can experts make informed decisions and develop business
strategies (for example, maintenance plans or usage guidelines) that align with the requirements
and expectations of diverse customers and fleet operators (A1).

!See https://www.chistera.eu/projects/xpm.
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Analogous problems were observed by us in explaining failures and anomalies. In estimating
time until a system failure, the explanation should correspond to describing survival or hazard
functions. Survival analysis is a widely used method in various industries for that purpose, however,
it frequently falls short in providing explanations for its estimations. Therefore, it is crucial to
develop explanations that express the influential and distinctive factors that have shaped the
observed survival patterns [21] (A1), (A3).

In the case of online anomaly detection algorithms [22, 23], some rule-based methods [24, 25]
allow domain experts to identify an abnormal behavior of a specific sensor or module (A1).
Nonetheless, despite the capability to report anomalies in real-time, these rule-based models
do not identify the root cause of the failure (A3) or allow the transfer of domain knowledge to
the model (A2). In the specific case of the mobility industry, imprecise explanations can lead
to a wrong decision of maintenance teams, consequently causing the faulty component to not
be repaired. The explanation layer must be designed to have a human in the loop to improve
knowledge transfer between the domain expert and the model.

In the wind farm industries maintenance driven by an anomaly explanation approach should
assist maintenance planners in making accurate diagnostic decisions [6]. The question is how
to generate explanations and provide specific inferences about the problem (its severity and
complexity), that can be validated against the domain’s knowledge (A3). In such a setting, the
explanation provided by the most popular XAl algorithms, such as SHAP, LIME, Anchor, etc. is
finally not sufficient. The difficulty is, on the one hand, as the Shapley value for each characteristic
is obtained by the contribution of the features to all possible subsets of other features so that for
N characteristics, the calculation of SHAP values is exponential in the number of features [26].
Thus, the application is complex for the decision-support purposes. On the other hand, LIME
method is very sensitive to small perturbations in the input data that can cause a large change
in the values of the features [27]. That implies that in some situations, it is possible to generate
different explanations for very similar observations, which may confuse the target user (operator
or maintenance manager). Accordingly, to make efficient the decision-making process, we should
provide detailed and persistent explanations based on knowledge of the domain expertise, as well
as the exploitation of data and inspection reports [28]. Indeed, the integration of this information
should improve significantly the monitoring and control of industrial processes (A4).

3. Summary

To make Explainable Artificial Intelligence (XAI) more useful, several changes can be imple-
mented, such as moving toward context-aware, human-centric, understandable and trustworthy
explanations. We argue that this cannot be delivered with current XAI methods unless the new
generation of XAl systems includes the assumptions A1-A4 as design requirements. For the devel-
opment of Al systems that means a need for redesigning the ML/DM pipeline to make an XAl an
integral part of it and allocating more resources to research efficient ways of human-Al interaction.
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