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Abstract
Learning essential features and forming simple representations of electroencephalography (EEG) signals
are difficult problems. Variational autoencoders (VAEs) can be used with EEG signals to learn the salient
features of EEG data. But explainability should disclose knowledge of how the model makes its decision.
The key contribution of this research is the combining of known components in a pipeline that allows us
to give meaningful visualisations that help us understand which component of latent space is responsible
for capturing which region of brain activation in EEG topographic maps. The results reveal that each
component in the latent space contributes to capturing at least two generating factors in topographic
maps. This pipeline can be used to produce EEG topographic maps of any scale. Furthermore, assist us
in understanding each component of latent space responsible for activating a portion of the brain.
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1. Introduction

Electroencephalography (EEG) is a method of recording brain activity (electrical potentials)
using electrodes placed on the scalp [1]. Some research, for example, has transformed EEG
signals into topographic power head maps to preserve spatial information [2]. Convolutional
neural networks are frequently employed to reduce their dimensionality and automatically learn
essential features [3]. An Autoencoder (AE) is a deep learning neural network architecture that
uses unsupervised learning to learn efficient codings without the usage of labelled input [4]. A
Variational Autoencoder (VAE) is a form of autoencoder that creates a probabilistic model of the
input sample and then reconstructs it using that model. VAEs have shown a wide application
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with electroencephalographic (EEG) signals [5, 6, 7]. However, research into interpreting the
latent space of a variational autoencoder to determine the importance of each latent space
component in capturing the generating factor in spatially preserving EEG topographic maps
is limited. In this study, the goal is to tackle the research problem to learn the importance of
each latent component of VAE, trained with spectral topographic EEG maps for capturing the
generative factors of EEG data. Therefore, the research question being addressed is: Can we
understand the reconstruction capacity of a convolutional variational autoencoder trained with
spectral topographic maps by interpreting and visualising its learnt latent space representation?
The rest of the work is organised as follows. Section 2 investigates related work, whereas
Section 3 describes an empirical study and its methodology. Section 4 presents the experimental
results and findings. Finally, Section 5 concludes the manuscript by describing the contribution
to the body of knowledge and highlighting future work directions.

2. Related Work

Traditional Autoencoders (AE) aim to learn prominent latent representations from unlabeled in-
put while ignoring irrelevant features. Variational Autoencoders (VAEs) was recently proposed
as an effective extension of AEs, for modeling a data’s probability distribution and learning a
latent space, usually of a lower dimension. It is ideal for unsupervised learning to understand the
impact and importance of each latent component for capturing the number of true generative
factors. VAE-based latent space analysis and decoding of EEG signals are important since they
can precisely define and determine the latent relevant features [8]. VAE has been constructed
with two distinct encoders to map the input into 𝑍𝑠 and 𝑍𝑢, respectively, and then deliver the
concatenated code to the decoder to reconstruct the input[9]. Another study used VAE and
manually adjusted the latent activations, allowing the user to see the effect of different latent
values on the generated output [10]. After all, if we want learned latent space representation to
be interpretable, the latent component must have clear-cut meaning [11]. The researcher also
illustrated how a VAE model’s latent space may be made more explainable by utilizing latent
space regularisation [12, 13, 14]. The majority of time series data are mapped to prominent
representational characteristics and interpretation of its latent space results in improved clus-
tering performance [15]. Because the disentanglement of latent space performs the clustering
operation, no further clustering approach is required [16, 17]. Despite broad application and
study into the interpretation of latent space, knowing VAE reconstruction decisions and the
impact of its components on capturing the number of genuine generating elements remains
inadequate.

3. Research design and methodology

In this study, if CNN-VAE is trained with spatially preserved EEG topographic maps and its
interpretation of the learned latent space representation provides the knowledge of how well
each component of the latent representation contributes to capturing the number of true
generative factors in spatially preserving EEG topographic maps via visual plausibility. The
detailed design of this research is illustrated in figure 1.



Figure 1: A pipeline for spatially-preserving EEG topographic maps generation and interpreting the
latent space of CNN-VAE via visual plausibility.

The DEAP dataset was chosen because it contains multi-channel EEG recordings with 32
participants who watched 40 one-minute music video clips and tasks [18]. These EEG signals
were transformed into 40× 40 interpolated topographic maps that preserve spatial information
about brain activation [19], a similar experiment was carried out in another investigation [20],
as illustrated in (figure 1, B). Following the creation of the topographic maps, a Convolutional
Variational Autoencoder (CNN-VAE) is built. The encoder network of CNN-VAE takes a 40× 40
tensor (as seen in figure 1, C) and defines the approximate posterior distribution 𝑄(𝑍 | 𝑥). The
CNN-VAE decoder is a generative network that takes a latent space 𝑍 as input and returns
the reconstructed EEG topographic maps. The architecture (figure 1, C) is made up of four 2D
convolutional layers, each followed by a max pooling layer to minimize the dimension of the
feature maps. In each convolutional layer, ReLU is employed as the activation function. To avoid
overfitting, an early stopping strategy with a patience value of ten epochs is used, which indicates
that training is stopped if the validation loss does not improve for ten consecutive epochs.
To examine the number of generative factors captured from each active latent component,
the reconstructed EEG topographic map from the decoder of CNN-VAE with latent space
representation of only one active component is passed as an input to the K-means algorithm. In
terms of how well samples are clustered with other samples that are similar to each other, the
silhouette score is used to evaluate the quality of clusters generated using clustering methods
such as K-Means. The reconstruction capacity of this model is evaluated by Structural Similarity
Index (SSIM), Mean Squared Error (MSE), Mean Absolute Error (MAE), and Mean Absolute
Percentage Error (MAPE) derived for the reconstructed topographic maps.



4. Results & Discussion

The reconstruction capacity of the CNN-VAE model and its explainability is described with
two different scenarios because it contains two decoder networks. One trained with all latent
components, whereas the other trained with only one active latent at a time. In the second
scenario, interpreting the disentangled representation of CNN-VAE, where its decoder network
is trained only with one latent component alternatively and the remaining 24 components
are set to zeros to examine the impact of each component for generating the patterns in EEG
topo maps. The results show that each component contributes differently to capturing the
generating aspects in topo maps. The empirical experiment was carried out using test data, with
10 samples chosen at random to assess the impact of each latent component in capturing the
number of fundamental generative elements in spatially preserving EEG topographic maps. In
order to analyse the results Using visual plausibility, ten images of test data and reconstructed
images with active latent space components 0 are plotted, with findings clearly suggesting that
each component is learning two to three patterns from those EEG topographic maps. These
explanations can be used to gain the trust of stakeholders by demonstrating the visual plausibility
of each latent component in capturing the generative components in EEG topographic maps.

5. Conclusion

Research on the interpretation of disentangled representations of VAE trained with spatially
preserving EEG topographic maps is currently limited. A CNN-VAE decoder network is trained
with alternatively one active latent component, and the remaining component is set to zero
because the mean value is close to zero in the distribution learned from each latent compo-
nent. The results with visual plausibility show that each component contributes differently to
capturing and generating aspects in topo maps. Hence, this pipeline helps us understand each
component of latent space responsible for activating a part of the brain region. Future studies
will include understanding the decision of CNN-VAE through the interpretation of its latent
space via clustering and visual plausibility, taking into account the signal-to-noise ratio and
correlation values across the input and output of the architecture.
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