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Abstract

This preliminary study proposes a new post hoc method to explain deep learning-based time series
classification models using a decision tree. Our approach generates a decision tree graph or rulesets
as an explanation, improving interpretability compared to saliency map-based methods. The method
involves two phases: training and evaluating the deep learning-based time series classification model and
extracting prototypical events from the evaluation set to train the decision tree classifier. We conducted
experiments on artificial and real datasets, evaluating the explanations based on accuracy, fidelity,
number of nodes, and depth. Our preliminary findings suggest that our post-hoc method improves the
interpretability and trust of complex time series classification models.
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1. Introduction

Time series classification is crucial in domains like finance [1], healthcare [2, 3], human ac-
tivity recognition [4, 5], and environment monitoring [6]. Deep learning models have shown
remarkable performance in this task. However, they are often seen as "black boxes" due to
their complexity, limiting interpretability. Explainable Artificial Intelligence (XAI) 7, 8, 9] aims
to address this issue by developing techniques that provide understandable and transparent
explanations for deep learning models. To explain deep learning-based time series classification
models, XAI methods like Local Interpretable Model-agnostic Explanations (LIME)[10], saliency
maps [11], and Layer-wise Relevance Propagation (LRP)[12] have been adapted [13]. However,
these methods struggle to generate easily understandable explanations for time series data
[14], often catering more to developers[15]. Additionally, the temporal nature of time series
data poses challenges for feature importance-based approaches. This paper proposes a novel
post-hoc XAI method to explain deep learning-based time series classification models using
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a decision tree. Decision trees are inherently interpretable and visually accessible [16]. Our
approach aims to generate a decision tree graph or rules that are comprehensible to non-experts,
enhancing understanding of the model’s predictions.

2. Related work

Explainable Artificial Intelligence (XAI) has gained significant attention in the machine learning
field as a means to address the lack of transparency and interpretability in complex models. Two
prominent approaches in XAI are attribution methods and attention-based methods. Attribution
methods, such as LIME [10] and LRP[12], have been widely adopted in computer vision to
identify salient parts of an input that contribute to model predictions. However, applying these
techniques to explain time series data poses challenges due to the inherent non-intelligible
nature of such data [13]. Siddique et al. propose TSViz in [17] to explain Convolutional Neural
Networks (CNNs) using a saliency map, and the authors in [18] exploit TSViz to design TSXplain
to explain the decisions of Deep Neural Networks (DNN5s) in time series. TSXplain identifies
the most salient regions responsible for a model’s prediction and the most important time series
through TSViz [17]. These regions and instances are then combined with different statistical
features used to generate natural language explanations.

Although attributions are used to attribute a relevance score to each input value of a model,
generating explanations for time series using only attribution and their relevance scores is
challenging due to the non-intelligible nature of time series [19]. Heatmaps, the primary
explanation medium for attributions, are often promising for domain experts, but ineffective for
general users, as relevance scores are difficult to interpret without additional underlying data
knowledge [14].

Attention mechanisms, often employed in transformer networks, have demonstrated remark-
able performance in language-related tasks [20]. As attention is embedded in the network
architecture, most attention-based approaches are ante-hoc explanation methods. Karim et al.
[21] combine Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM)
submodules to create a specialized time series classification model. The authors also propose
a variant incorporating an attention mechanism, allowing us to explain the decision process
of the LSTM model. Similar to attributions, attentions can highlight relevant parts of the in-
put. However, attention only works if specific components are implemented into the model’s
architecture. Like attributions, attentions are often visualised as heatmaps and are somewhat
challenging to interpret in many cases [14]. To overcome the limitations of existing methods,
our work proposes a novel approach for explaining deep learning-based time series classification
models using a decision tree graph. Decision trees offer intuitive and structured explanations
by representing the underlying logic of an ML model as rulesets[22, 23].

3. Proposed method

Our method consists of two phases: training a Deep Learning-based time series classification
model, and evaluating its performance, generating synthetic training data from the evaluation
set, using its predictions as the target variable.



Dataset preparation - Three publicly available datasets, namely cylinder-bell-funnel (CBF),
ECG200, and FordA, were used for this study. These datasets were downloaded from the UCR
time series classification archive [24]. The cylinder-bell-funnel dataset aims to classify time
series into three classes: cylinder, bell, or funnel [25]. The ECG200 dataset consists of time
series representing electrical activity during heartbeats, with two classes: normal heartbeat
and myocardial infarction. The FordA dataset comprises engine noise time series data collected
during typical operating conditions, specifically to classify the presence or absence of symptoms
in the engine.

Model training - An LSTM model was constructed using the PyTorch-based tsai library
[26], with a specific emphasis on explainability. The model was trained and evaluated on the
following datasets: CBF, ECG200, and FordA. The test results showed an accuracy of 98.0% for
CBF, 76.0% for ECG200, and 89.5% for FordA. This evaluation took into account the availability
of other state-of-the-art models for these specific datasets.

Synthetic training data preparation - At this stage, the evaluation set was processed in two
ways: Firstly, global feature calculation is applied to extract overall characteristics from the time
series data, including global maxima, global minima, channel means, and stream duration. This
helps provide a holistic understanding of the data. Additionally, parameterized event primitives
(PEPs) are employed to capture specific events expected in the domain. Extracting PEPs from
a time series helps to represent the temporal characteristics of events as parameters, which
facilitates learning for interpretable models such as decision trees [27]. These PEPs include
increasing and decreasing events, which capture start time, duration, and average gradient
value parameters, as well as local maximum and minimum events, which capture time and
corresponding value parameters. To prepare the synthetic training data, a three-step process was
followed. In the first step, parameterized events were extracted from each time series sequence
of the evaluation set. The events were represented as tuples containing relevant parameters. In
the second step, the parameterized events were flattened to apply clustering algorithms, such
as KMeans, and generate clusters. The optimal number of clusters was determined using the
silhouette method. In the third step, event attribution was performed, mapping the extracted
events to the clusters. This resulted in a matrix where each cell denoted the number of events
belonging to a specific cluster for a particular instance. The event attribution matrices were
combined with global features and the trained model’s predictions on the evaluation set, instead
of using ground truth. This created a complete synthetic training dataset.

Applying interpretable model - Following the generation of synthetic training data, the
decision tree classifier was applied as the next step. The synthetic training data was divided
into training and testing sets, with 70% of the data allocated for training and 30% for testing.

Objective evaluation - To ensure an objective and quantitative assessment of the inter-
pretability of the proposed method, four metrics were selected: accuracy, fidelity, depth, and
number of nodes. The evaluation process was conducted without any human intervention to
maintain objectivity. Accuracy measures the proportion of correct predictions made by the
model, while fidelity evaluates the consistency between the model’s decisions. The depth and
number of nodes indicate the complexity of the decision tree.



4. Results and Discussion

The proposed method was applied to three time series datasets (CBF, ECG200, and FordA),
and its performance was evaluated based on accuracy, fidelity, number of nodes, and depth.
The evaluation results are summarized in Table 1. The results demonstrated that the proposed
method achieved notable accuracy and fidelity scores across all three datasets. The results
show that the proposed method effectively explains predictions in deep learning-based time
series classification models. Regarding the complexity of the generated decision tree graphs, the
number of nodes and depth remained relatively low for all three datasets. This suggests that the
proposed method can generate interpretable explanations using relatively simple decision trees,
facilitating domain experts comprehension. The list of extracted rules below demonstrates
Table 1

Objective metrics results for decision tree-based explanations

Dataset Accuracy (%) Fidelity (%) Nodes Depth

CBF 83.7 87.8 31 6
ECG 80.0 88.0 5 2
FordA 76.8 85.8 87 8

the preliminary findings of our experiment using the ECG200 dataset. Each rule highlights the
importance of particular time steps along with the corresponding events occurring at those
steps, significantly impacting the model’s prediction. Additionally, if domain experts provide
definitions for the conditional part of the rules, we can generate human-readable explanations
for better comprehension.

Rule 1: Local minimum at time 66 with value 0.25 < 11.0 = Normal

Rule 2: Local minimum at time 66 with value 0.25 > 11.0 and local minimum at time
66 with value 0.25 < 20.5 = Infarction

Rule 3: Local minimum at time 66 with value 0.25 > 11.0 and local minimum at time
66 with value 0.25 > 20.5 = Infarction

5. Conclusion

In conclusion, the proposed method shows promising performance in terms of accuracy, fidelity,
and interpretability in the selected time series datasets. The generated decision tree-based
explanations provide valuable insights into the underlying factors influencing the model’s
predictions. Future work could focus on enhancing the method’s capability to handle more
complex datasets while preserving its interpretability.
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