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Abstract
Recent studies in deep learning aim to understand how intermediate representations learned from atten-
tion mechanisms motivates the decisions of a predictive model and, consequently, provides information
on the model’s decision-making process. In fact, while the effectiveness of attention is a well-established
topic, the power of attention coefficients to express explanations remains a somewhat controversial issue
in the literature. In this work, we empirically evaluate the possibility of using attention coefficients to
obtain faithful explanations for recommender systems. In particular, after showing how to use attention
for explaining recommendations, we examine the robustness of our proposal.
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1. Introduction

Since its introduction, attention mechanism [1, 2, 3] has motivated researchers to evaluate
its applications in designing faithfully explainable deep learning models [4, 5, 6]. However,
while attention has become a mature tool to improve model performance, the ability of attention
coefficients to express explanations remains somewhat controversial. The question found a fertile
field of discussion after Jain and Wallace [7], not having found significant correlations with
other explainable methods, concluded that attention alone could not help explain the predictions
returned. An immediate response from Wiegreffe and Pinter intensified this research [8]. While
acknowledging the importance of the discussion, they only supported few arguments raised by
Jain and Wallace. Indeed, they reinforced the founding concept of their research: to deprive
attention of a faithful exclusive explanatory role, however relegating it to the value of being able
to coexist with several plausible explanations for a similar degree of faithfulness. The debate
continues today: many insights on these topics include e.g., theoretical analyses of attention, the
necessity to bring users in the loop, forcing attention to technically understand neural networks
decisions [9, 10, 11]. In this paper we first propose a solution to use attentional coefficients in
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Trace A: SC computation Eq.n Trace B: RC computation Eq.n
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Table 1
Similarity and Recommendation coefficients (SCs & RCs): The RC, 𝛼(𝑘)

𝑢𝑖 , at the kth layer, is computed
recursively for each u (and resource 𝑖 ∈ 𝑁(𝑢)). Equivalently, for each neighborood of u, we obtain an
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order to understand the suggestion provided by recommender systems (section 2). We then use
counterfactual distribution to test the robustness of our approach.

2. Methods

Recommendation systems (RS) represent important challenges for research and market [12, 13].
They act as information filtering suggesting the resources that are most relevant to certain
users[14, 15, 16, 17]. Most of RSs operate now by using interactions and data collected from
users on the assumption that people who have agreed in the assessment of certain items are
likely to agree again in the future (collaborative filtering) [18, 19, 20]. We apply our investigation
to neural-based collaborative filtering where both user-user and user-items interactions are
typical neural network input [21, 22, 23]. The following definitions will be useful for better
clarifying our analysis.
Heterogeneous graphs
A directed graph 𝐺 = (𝑉,𝐸, 𝑇 (𝑉 ), 𝑇 (𝐸)) is heterogeneous if nodes 𝑣 ∈ 𝑉 and/or edges 𝑒 ∈ 𝐸
are associated with mapping 𝜑(𝑣) : 𝑉 → 𝑇 (𝑉 ) and 𝜙(𝑒) : 𝐸 → 𝑇 (𝐸), i.e., 𝜑(𝑣) and 𝜙(𝑒)
associate node types (Labels) and edge types (labels), respectively.
Bipartite Graph
A heterogeneous graph 𝐺(𝑉 ) is bipartite if its verteces 𝑉 can be partitioned into two subsets
𝐼1 and 𝐼2 such that each edge ∀𝑒 ∈ 𝐸 has one of its two ends in 𝐼1 and the other in 𝐼2.

2.1. Attention based Explaination for Recommendation

User-item interactive behavior is formulated through a heterogeneous bipartite graph 𝐺(𝑉 )
with 𝑉 = 𝑈 ∪𝐼 , where 𝑉 is partitioned by users 𝑈 and Items 𝐼 , respectively. Recommendations
are then supplied by applying neural-based convolutional filtering with attention over 𝐺(𝑉 )
[24, 25]. In particular, we will make user-user similarities and past user rating participate to the
(attention-based) recommendations through two sets of (attention) coefficients that we call
here, Recommendation and Similarity coefficients.



Similarity coefficients (SCs) focus on similarities between user rating. Let
−→𝑦 (𝑢) = [𝑠1, 𝑠2, . . . 𝑠𝑛] be the profile of user 𝑢, reporting the scores 𝑢 assigned to 𝑛 resources.
Moreover, let 𝑅(𝑈𝑈) be an 𝑚 × 𝑚 matrix (User-User matrix) whose row −→𝑠 (𝑢) = [𝑅(𝑈𝑈)]𝑢,·
gives the (normalized dot product) similarities between −→𝑦 (𝑢) and other 𝑚 score profiles −→𝑦 (𝑗),
i.e. for each pair of users (𝑢, 𝑗) we have [𝑅(𝑈𝑈)]𝑢,𝑗 = (−→𝑦 (𝑢) · −→𝑦 (𝑗))/(||−→𝑦 (𝑢)|| · ||−→𝑦 (𝑗)||)) 1.
The SCs (annotated as −→𝛼 (𝑢)

𝑠𝑖𝑚) are computed in Tab. 1 from the embedded (matrix) 𝐻(𝑈𝑈)

of 𝑅(𝑈𝑈)𝑇 (Trace A, Eq. 1) by normalizing the attentional values −→𝑒 𝑠𝑖𝑚 with the Softmax
function (Trace A, Eqs. 1-4). Output of this mechanism is an attention-based context vec-
tor ℎ𝑠𝑖𝑚𝑐𝑥 that is obtained summing all the scaled features (coloumns) in 𝐻(𝑈𝑈) (Trace A, Eq. 5).

Recommendation Coefficients (RCs) focus on relevant user-item evaluation (Tab. 1,
Trace B). Intuition is to assign high coefficients to user-item pairs which are indeed good
recommendations, low scores otherwise. In this case, RCs are obtained from the latent
representation

−→
ℎ (𝑢),𝑘 of the user’ s score −→𝑦 (𝑢) (Trace B, Eq. 1) after 𝑘 embedding layers

(recursive computation reported in Trace B). Output of this mechanism is an attention-based
context vector

−→
ℎ (𝑢),𝑘+1 (Trace B, Eq. 4) obtained by properly scaling the latent representation

of each resource 𝑗 in the neighborhood of 𝑢 [24, 26, 27].

A dense fully connected layer 𝐹Θ parameterized by (learnable) Θ returns the es-
timated rating
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recommend relevant resources i to user u with high probability (w.h.p.) i.e., [

−→
𝑦 𝑢]𝑗 ≥ 𝛿 (for large

𝛿 ∈ [0, 1]) among all those resources recommendable in I for which there is at least one user v
similar to u w.h.p. ([−→𝛼 (𝑢)

𝑠𝑖𝑚]𝑣 ≥ 𝛿) who in the past has given i an high relevance ([−→𝑦 (𝑣)]𝑗 ≥ 𝛿) 2.
A faithful decision should be motivated, for example, if we could make the attention coefficients
as influential as possible for the selection of the elements; Since item selection depends on both
score distribution (model output) and attention coefficients (here we will use RCs), we should
reduce the divergence between them as much as possible. Equivalentely, this can be expressed
by the loss ℒ =

∑︀
𝑗 [
−→𝑦 𝑢]𝑗 log([

−→
𝑦 𝑢]𝑗) +
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𝑟𝑒𝑐]𝑗) where both the divergence

between observed and predicted distribution (i.e., cross-entropy in the first term) and the
divergence between observed and RC distribution (i.e., cross-entropy in the second term) is
taken into account 3. Because of the definition of both 𝑗* (argmax of the score distribution) and
the loss we get at the minimum (of the gradient optimization) an estimation of the ground
probability accomplished with the requirement for the attention coefficient to reflect the
prediction as best as possible. We then literally provide an explanation as follow: Resource j

1Here we use the following notation: [𝐴]𝑖,𝑗 the component in the ith row, jth coloumn of matrix A; [𝐴]𝑖,· the ith
row of A; [−→𝑦 ]𝑖 the ith component of vector −→𝑦 .

2Note that, during a test, it is sufficient to limit the recommendation to those items that have not already been rated
by the users being recommended, we call this user here as Target user.

3Please refer to table 1, Trace B, for the definition of −→𝛼 (𝑢)
𝑟𝑒𝑐.



Figure 1: Scores before and after permutation. Figure 2: Predicted vs observed scores

has been suggested as relevant for u due to a relevant similarity of u with a user that, in the
past, assigned a relevant score to the item suggested.

The second objective of our investigation was to check whether the score predicted could
be different, if the attentional mechanism had emphasized different focus on the attending
information or, in other way, if a different distribution of attentional coefficients (i.e. here
we use recommendation coefficients) can provide similar suggestion. In this case nullifying
the usefulness of attention as explanation. We considered a ”counterfactual distribution” of
attentional coefficient as [7]. Practically, we simply scramble the original attention weights �̂�,
re-assigning each value to an arbitrary, randomly sampled index (input feature).

3. Results, Discussion and Conclusion

The debate inherent to the attention explanation relationship has provided diverse literature
among researchers. Despite an evidence that attention is not explanation in general, by properly
adapting attention mechanism in task-oriented prediction (E.g.,[28, 29] for a review), we showed
how attention coefficients can be correlated to user-item pairs in RS, thus motivating the choices
of the neural decision-making process [30]. Our results (on the Movielens dataset [31] restricted
to 20 users and 250 items) provide the following qualitative observations (Fig. 1). 4

• When permuting the RC values, a change in the suggested scores is observed (Fig. 1).
• System obtains appreciable performances distributing the predicted score over the ob-

served one (Fig. 2).

In conclusion, if the attention mechanism emphasized a different focus, the prediction would
differ. This argumentation will naturally need to be quantified in our future research.

4We report preliminary qualitative results visualizing comparisons between distribution of observed scores, predicted
scores, and RC attention coefficients.
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