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Abstract
The rapid adoption of Artificial Intelligence (AI) has brought automation and problem-solving capabilities
in various fields, including healthcare. However, a significant challenge lies in the lack of explanation
for AI predictions, particularly in healthcare, where transparency is crucial. This issue has led to
eXplainable AI (XAI) development, focusing on constructing explanations for AI systems. However, the
evaluation of these explanations lacks a standardized user-centric approach. This research proposes an
evaluation framework for XAI methods to address this gap. The project involves four stages: conducting
a systematic review of current evaluation methods, assessing the appropriateness of automatic evaluation
of explanations, and conducting user studies to gauge the framework’s effectiveness in capturing the
user experience complexity. The desired outcome is a user-centric evaluation framework and guidelines,
enhancing the scalability of XAI research and fostering confidence in adopting AI systems in the
healthcare domain.
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1. Motivation

Research on artificial intelligence systems that seek to support medical teams in decision-
making has shown outstanding progress in recent years. These systems aim to automate the
greatest number of tasks and/or provide summarized and selected information to those who
make decisions in a hospital environment [1]. This allows healthcare professionals to spend
more time with patients on clinical tasks. However, these systems can make mistakes, have
significant degrees of uncertainty [2], or even have important biases [3]. Since clinicians are
responsible for making decisions that impact the well-being or life of people, this current state
of technology makes it difficult to adopt these systems confidently [4, 5, 6]. In this context, it
has been proposed that providing explanations about AI models or single predictions could
potentially increase clinicians’ trust [7] and ultimately boost adoption in healthcare settings [5].

EXplainable Artificial Intelligence (XAI) is the sub-area of Artificial Intelligence that aims
to develop systems humans can understand, with the ultimate goal of increasing trust in AI
systems. Research in XAI has mainly focused on developing algorithms that explain predictions.
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Different taxonomies have been defined to classify them, and methods work with different data
types (text, images, tabular data, time series). In the healthcare domain, some works have shown
the potential of using XAI to uncover models’ inner workings and explain single predictions.
Zech et al. [8] used saliency maps to show the learned patterns of a chest X-ray CNN-based
classifier. The model’s goal was to predict the risk of pneumonia. The authors found that
the CNN used non-disease-related image features to predict the risk. Kim et al. [9] presented
an XAI system that connected visual features with appropriate semantic concepts to explain
its predictions in diabetic retinopathy. Gutiérrez et al. [10] presented a user study on a call
recommendation system for nursing homes. In this study, the healthcare professionals had to
decide which call to attend based on the recommendation and explanations from the mobile
application.

Although this area shows promising results, the value of explainable AI methods still has
to be proven to work in practice [11] and this makes it difficult to deploy these systems in
their respective domains [11, 12, 13, 6]. Methodologies from the AI/ML community, such as
evaluation with a Ground Truth Dataset, cannot be used for these methods: the success of an
explanation depends on the user, its context, the AI model and the explanation object. Since no
clear consensus exists on properties and concepts related to explanations [14, 15], it has been
challenging to define a formal evaluation procedure for XAI methods. In addition, while many
researchers stress the importance of context, we are not aware of XAI evaluation methods that
treat explanations’ effects on humans as a complex user experience that assesses the effect of
different explanation characteristics in the user experience. To better evaluate XAI methods,
researchers have tried to disentangle explanation’s characteristics into simple, measurable
properties such as completeness [14, 16], novelty [17, 18], and interactivity [14, 16]. However,
there is little evidence on how these properties relate to explanations being appropriate in
real scenarios [17]. It has been proposed that some properties have relations with the user
experience; for instance, simpler explanations generate more understanding [11, 17], but many
of these relations have not been established with user studies.

In this work, we aim to discover what characteristics of explanations of AI predictions
affect the user experience in terms of satisfaction, understanding, trust, reliability, adoption
propensity and task performance. For this, we will design an evaluation framework for XAI-
generated explanations in the context of healthcare applications with a user-centric approach.
The healthcare domain has several characteristics that make it an excellent place to design a
framework that could be later extended and generalized to other domains: AI technology has
shown promising results, there is interest in the community in developing better and more
robust tools, and there are different kinds of contexts (time to make a decision, user knowledge,
interaction object) in which the XAI systems can be applied. Our main goal is to understand how
explanations affect the user experience and to do so, we will propose an evaluation framework
of XAI-based systems in the healthcare domain. This development could help to increase the
deployment of AI applications in the domain, with the ultimate goal of improving healthcare
practice.



2. Related work

2.1. Evaluation methods in XAI

Even though AI/ML models have standard evaluation metrics, there is still no consensus
on the strategy to evaluate XAI methods. According to the study by Nauta et al. [14], 58%
studies that present an XAI method performed a quantitative evaluation, 33% provided only
anecdotal evidence, 17% performed a proxy task user study and only 5% performed a user study
with domain experts. Within the studies that performed quantitative studies, they found no
consistency in how the methods were evaluated. Seventy-three papers evaluated only one
property of explanations, and six of the 12 properties were measured by very few studies.

According to Doshi-Velez and Kim [19], the metrics could be performed in three levels:
application-grounded, with real tasks and users; human-grounded, with real users and proxy
tasks; and functionality-grounded, with proxy tasks and no users. Most of the XAI evaluations
use an application or human-grounded approach. These user studies have been criticized for
their lack of rigor and for the use of proxy tasks [20].

To conduct functionally-grounded evaluations, i.e. proxy tasks and no users, some studies
have focused on grouping concepts and defining properties [11, 16, 18] and their corresponding
metrics [14]. These works aggregate existing literature that defines properties or presents metrics
to assess them. The properties that have been proposed in these works try to measure the
quality of the explanations without context so that they can be used in functionality-grounded
evaluation. Recently [21] presented a framework to benchmark different XAI methods using
automatic metrics. Still, it is limited to certain methods and only works with specific datasets
created specifically for the benchmark.

2.2. AI and XAI in healthcare

The increasing availability of healthcare-related data has led to the creation of several applica-
tions of AI in the domain. From pattern detection using wearable data to using Electronic Health
Records to improve patient care, Artificial Intelligence has started to play a role in the clinical
research. However, few AI-based applications have been deployed in real clinical settings [13].
Some studies [12, 6] have suggested that the lack of trust of clinicians in the AI systems has a big
impact on system deployments. There have been some [7, 1] qualitative studies to understand
the interactions between medical staff and AI/ML systems, but they have focused on system
aspects, not on the medical practice.

There is no consensus on the role of explanations in the clinical domain. Ghassemi et al. [22]
states that explanations are not the right direction to increase the deployment of such systems.
Instead, they propose using validation methods already in use in the medical community. On
the contrary, Amann et al. [23] proposes to include explanations depending on the application
context as long as they are proven to work.



3. Research Problem

3.1. Problem statement

The current situation of healthcare, AI, and XAI can be summarized as follows. Several AI
models have proven to work for specific medical tasks. However, these models can be biased
and always have uncertainty. In the healthcare domain, clinicians are responsible for decisions
that affect people’s lives; therefore, they need to ensure they understand what the AI models
are predicting. One way to achieve this is to generate explanations of what the model is doing
so that users can understand the logical procedure. Methods are being developed to generate
explanations, but there are many definitions of explanations; therefore, it is complicated to
describe what people could expect from them. This is because it is not well-defined what would
be a good explanation in different contexts and for different users. Accordingly, it is challenging
to establish a consistent evaluation that could increase adoption in the healthcare domain.

To tackle this problem, we proposed to first establish an evaluation procedure for XAI systems
and, second, use this framework to understand how explanations affect the user experience in
the healthcare domain. By deeply understanding these connections, guidelines for designing
appropriate XAI systems can be created and used to develop better systems that increase
adoption in the domain.

3.2. Objectives

This project has two goals: (O1) to develop a standard evaluation procedure and (O2) to generate
guidelines for designing XAI systems. The first objective is decomposed into the following
sub-goals

1. Define properties of explanation and their associated measurements.

2. Design, an evaluation framework for XAI-generated explanations that can be applied in
the healthcare domain

3. Find relations between properties to explain the user experience

4. Provide researcher guidelines to help decide the properties and measurements more suited
to the user study characteristics

5. Provide guidelines on user studies reporting to increase comparability between studies

Once the evaluation procedure has been proposed, we will be able to use it to answer the
research questions by conducting user studies using the framework. With the outcome of these
user studies, we will be able to accomplish the second objective of generating design guidelines.

3.3. Research questions

To be able to generate guidelines for XAI systems design we want to answer the following
questions:



(RQ1) What are the characteristics of explanations that relate to the user’s experience?

(RQ2) How do explanation characteristics affect the user experience in terms of satisfaction,
trust, understanding, adoption, task performance and reliability? Are there mediation
effects with other variables or characteristics that affect the user experience?

(RQ3) What measurements or combination of those are more effective for measuring proper-
ties of explanations in the healthcare domain?

(RQ4) How could these metrics be operationalized to measure explanations from models of
different natures and for any dataset?

4. Research plan

To answer the research questions, I am working in four stages that depend on each other. The
project is divided in two parts: first proposing

4.1. Stage 1: Taxonomy of explanations evaluation (RQ1, O1)

This stage will work towards achieving answering RQ1. During this stage, works in the area of
evaluation of explanations will be reviewed to understand the following:

1. What are the properties of explanations according to current literature?

2. What are the metrics that are used to measure said properties?

3. What is the relationship between the properties and the user experience?

4. What are the measurement models that are used to evaluate the user experience?

4.2. Stage 2: Automation of evaluation (RQ4)

This stage aims to create procedures to measure certain metrics related to explanation aspects to
answer RQ4. To accomplish this, we will create a Python package that implements the metrics
that can be automated. This package could be used with any combination of XAI method, AI
model, and dataset.

The metrics that will be implemented are currently being evaluated. Metrics that measure
properties that have more connections with others and have been described as more relevant by
previous authors will be prioritised. Additionally, we will conduct user studies to evaluate the
alignment of these automatic metrics with the user experience. We will conduct these evaluations
in domains where users can be found more easily than healthcare, such as recommendation
systems, to conduct a quantitative study. This will consist of evaluating the user experience with
questionnaires and applying the metrics to the examples shown to the user. Both measurements
will be compared to understand whether the metric correctly measures the user experience
property.



4.3. Stage 3: Evaluate alignment between theoretical properties and user
experience (RQ2, O2)

During this phase, we will conduct qualitative user studies in a clinical setting to evaluate
whether the properties of explanations we can measure align with the user experience. In this
stage, we also want to understand the factors that affect users in a healthcare context. We will
work in systems that area being developed by the Augment and HAIVis research groups. These
projects work with image classification and interactive dashboards that help clinicians make
decisions. The user study will be a semi-structured interview and analysed using thematic
analysis. It considers a minimum of 5 participants, and we will stop recruiting when reaching
saturation of themes.

The outcome of this stage will be an analysis of how the theoretical properties we found in
the previous stage work in practice in a healthcare-related setting. This will help us to answer
RQ2 and will contribute to O2 as well.

4.4. Stage 4: propose XAI evaluation guidelines (RQ2, RQ3, O2)

The study in stage 3 will allow us to understand more deeply what properties give value to the
user experience. In this stage, we will test the complete evaluation framework quantitatively.
We will use XAI applications in the healthcare domain, and we will apply the evaluation
framework. The applications will be part of the current efforts of both research groups. The
questionnaires for the user experience will be validated using confirmatory factor analysis to
select the questions that more appropriately represent each property.

The user studies will shed light on the relevant properties of explanation for the medical
domain, and we will be able to understand the relation between the properties of explanations
in this particular area. This new understanding will help us to answer RQ1, which refers to the
relation between the explanation properties in this particular domain. At the end of this stage,
we will be able to achieve O2; We expect to provide guidelines for the development of XAI
applications in the healthcare domain sustained in the evidence provided by the user studies
that were conducted.

5. Contributions

The contributions of this work are the following: we will provide the research community with
an evaluation procedure applicable to XAI systems based on evidence of multiple works in
different domains, and by conducting user studies using this framework, we will be able to
generate guidelines for XAI design based on empirical evidence that could be used to design
more appropriate XAI systems.
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