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Abstract
While social media has changed news dissemination and how humans obtain information, it has also
become the main channel for disseminating fake news. Quickly identifying fake news in social media and
curbing the spread of false information is crucial to purifying cyberspace and maintaining public safety.
Exploring efficient modality representation and multimodal information fusion methods has been a hot
topic in the field of multimodal fake news detection or fact verification. To this end, a new multi-Modal
fact verification is proposed: First, deep modality representations of text and images are extracted using
a large-scale pre-trained model. Secondly, a bidirectional-hybrid attention mechanism is introduced to
fuse text and image features. The hybrid mechanism reduces redundant information generated during
multimodal fusion and uses Bidirectional feature fusion to ensure the integrity of information. Besides,
we adopt the ensemble method to achieve better performance. Our team, coco, won the sixth prize
(F1-score: 75.696%) in the Factify challenge hosted by De-Factify @ AAAI 2023. Extensive experiments
including comparison experiments, analysis of parameter sensitivity, and ablation study demonstrate the
effectiveness of our proposed approach.
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1. Introduction

Due to the timeliness and profitability of social media, some people artificially fabricate or
adapt news to generate fake news in order to obtain attention traffic. Fake news can be easily
disseminated along with real news, thereby confusing the majority of users, which has brought
certain harm to the economy and society. Especially since the COVID-19 epidemic, a large
amount of fake news has emerged on social media, which has grown exponentially in a short
period of time, bringing negative and negative impacts on society [1].

The current form of news is no longer limited to text, but a combination of text, image, video
and other modalities. Compared with traditional single-modal text news, multi-modal news is
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easier to attract people’s attention. Fake news usually has highly emotionally provocative text
and visually impactful pictures or videos. In addition, due to the mixture of real information and
fake news, fake news is generally difficult to be identified by humans. Therefore multimodal
fact verification is one of the effective ways to combat fake news. Multimodal fact verification
is defined as: discriminating a given multimodal claim (text + visual)as true/false given credible
news sources.

(a) (b) (c)

(d) (e) (f)

Figure 1: Visualization of examples from the Factify 2 dataset [2], that sample examples for all five
categories.

The challenge Factify_2 1 hosted by De-Factify team2 provides a more complex and efficient
multimodal fact verification task than just classifying claims as true or false [2, 3, 4]. The goal
is to design a method to classify the given claim text and images into one of the five categories:
Support_Multimodal, Support_Text, Insufficient_Multimodal, Insufficient_Text, and Refute. Fig.
1 shows some examples for all five categories.

To tackle the task, in this paper, we propose a new multi-Modal fact verification method,
which by optimizing modality representation and multimodal fusion to Improve multimodal
fact verification accuracy. Specifically, deep modality representations of text and images are
extracted using a large-scale pre-trained model which is combined with a positionally encoded
self-attention mechanism. Afterward, a bidirectional hybrid attention mechanism is introduced
to achieve homomodal and cross-modal information fusion. The hybrid mechanism reduces
redundant information generated during multimodal fusion and uses Bidirectional feature
fusion to ensure the integrity of information. Finally, we adopt the ensemble method to achieve

1https://codalab.lisn.upsaclay.fr/competitions/8275
2https://aiisc.ai/defactify2/index.html



better performance.
The main results of this paper can be summarized as follows:

• First, we explore and compare different pre-trained models and embedding methods for
modality representation, enabling efficient fact verification.

• Second, we improve detection performance by building embedding pairs of modality
representations modeling to achieve multimodal alignment relationships and performing
multimodal information fusion.

• Finally, improve the effectiveness and generalization of the model through ensemble
learning.

The rest of the paper is organized as follows: in the next section, we first review the previous
studies on the multimodal fact checking and pre-trained models. Then, the details of the
framework of the proposed method is introduced in section III. After that, experimental results
and analysis will be explained in Section IV. And finally, we would give our conclusion in
Section V.

2. Related Works

2.1. Multimodal Fact Checking

Existing works on multimodal fake news detection or fact-checking are reviewed briefly. Early
studies [5, 6, 7, 8] on fake news detection or fact-checking were based only on unimodal
information (text content), and these research methods can be summarized as feature-building
techniques and deep learning techniques. The current form of news is no longer limited to text,
but is composed of multiple modalities such as text, images, and videos. Recent studies about
fake news detection or fact-checking have started to take images [9, 10, 11, 12] and videos [13]
into consideration. Compared with single-modal fake news detection techniques, multi-modal
fake news is more flexible, authentic and accurate. Numerous studies [14, 15, 16] have shown
that multimodal fake news detection models perform better than single modality models under
the same dataset. Most approaches for multimodal fake news detection or fact-checking are
based on cross-modality consistency checking [17, 18] or fusion of multi-modal (text + visual)
information by modeling multi-modal alignment relationships [19, 14, 20]. The former focuses
on multimodal consistency measurement [21]. SAFE [22] uses an Image Captioning model to
translate images into sentences, and then computes multimodal inconsistency by measuring the
sentence similarity between the original news text and the generated image captions. MCNN
[23] transforms text and visual features into a common feature space to calculate similarity
through sub-network weight sharing. The latter improves detection performance by computing
fused representation of multimodal information [21]. attRNN [19] proposes a recurrent neural
network based on a neuron-level attention mechanism to fuse graphic information. CARMN [24]
uses a collaborative attention mechanism to model bidirectional augmentation between text and
images. EMAF [25] extracts the target labels of the images, and then uses the capsule network
to fuse the nouns in the text with these target labels. Our approach focuses on multimodal
consistency measures, transforming textual and visual features into a common feature space to
compute similarity, which is inspired by SAFE and MCNN.
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Figure 2: The family of recent typical PTMs, including both pre-trained language models and multimodal
models. [26].

2.2. Pre-trained Models

Transformer [27] became the preferred architecture for language models in 2017, followed by
the emergence of GPT [28] and BERT[29] in 2018, bringing Pre-Trained Models(PTM) into a
new era [26]. Common PTMs are shown in Fig. 4. These PTMs models are very large, with a
large number of parameters, which can capture information such as polysemy, morphology,
syntactic structure, and real-world knowledge from the text, and then fine-tune the model
to achieve amazing performance on downstream tasks [30]. By now, fine-tuning for specific
tasks on large-scale PTMs has become an industry consensus. The rise of a series of large-scale
PLMs such as DeBERTa [31], Roberta [32], XLM-RoBERTa [33], XLNet [34], and SpanBERT
[35]. These PLMs have been fine-tuned using a few label examples with task-specific and have
created a new state of the art in many downstream tasks. [36].

In the past 10 years, Convolutional Neural Network (CNN) [37], as a model that is good
at capturing local features, has been placed high hopes in the field of computer vision and
has led an era. However, the operation of convolution lacks a global understanding of the
image itself, and cannot model the dependencies between features, so it cannot fully utilize
contextual information. Vision Transformer [38] is therefore proposed, an image classification
method based entirely on the self-attention mechanism. Compared with CNN, the Transformer
architecture has achieved good results in many visual tasks since its self-attention mechanism
is not limited by local interaction features, it can mine long-distance dependencies and learn
the most appropriate inductive bias according to different task objectives [39]. Then the rise of
a series of large-scale transformers architecture visual pre-training models such as ViT [38],
Deit [40], Swin Transformer [41], and BEiT [42].



Figure 3: llustration of the method framework.Our proposed method is ensembled by two different
models with similar architecture.

3. Method

3.1. Overview

Figure 3 illustrates the overview of the proposed framework. The input of each model contains
the claim text, the document text,the claim image, and the document image. The modality
representation part adopts DeBERTa as the pre-trained NLP model and DeiT as the pre-trained
CV model and feeds the outputs of pre-trained models to the embedding layer for transforming
modality representation into corresponding embeddings, which to help modal information
alignment. The multi-modality fusion part fuses this information from the homomodal (text pair,
image pair) and cross-modal (text-image pair, image-text pair) based on bidirectional-hybrid
attention mechanism. The classifier predicts the probability of each category based on the
embeddings from modality representation and the embeddings from multi-modality fusion.
Finally, the output of each model is ensembled according to the score-driven strategy to improve
fact-checking effectiveness and generalization.



3.2. Modality Representation

3.2.1. Pre-training

Figure 4: llustration of modality representation via pre-training models. Obtain deterministic point
mapping of different modalities via pre-trained cv/nlp models.

Pre-training obtains task-independent pre-training models from large-scale data through self-
supervised learning. The exploration of pre-trained models is mainly devoted to deep semantic
representation and contextual semantic representation. Extensive work [26, 30] has shown
that pre-trained models on large corpora can learn general-purpose language representations,
avoiding training new models from scratch when solving downstream tasks. Compared with
other pre-training models, Deberta implements Disentangled Attention and Disentangled
Attention. The former enables it to have stronger representation capabilities, and the latter is
used to avoid inconsistencies between pre-training tasks and downstream tasks. To this end, we
use DeBERTa as our pre-trained NLP model and DeiT as our pre-trained CV model to modality
representation. The abstraction of modality representation is shown in Fig.4.

3.2.2. Embedding

In order to adapt to downstream tasks, the output of the pre-trained model is fed into the
embedding layer. As shown in Fig. 5. The text and image modality representations are mapped
to a unified embedding space, which enhances the alignment relationship between multimodality
including homomodal and cross-modality, and is conducive to multi-modal fusion.

3.3. Multi-Modality Fusion

For the homomodal, consider their mutual relationship by performing uni-modality (text or
image ) similarity matching, only need to pay attention to the common modality representation.
For cross-modality, only part of the information contained in the image is related to the text,



Figure 5: llustration of the embedding space. Mapping DPMs of different modalities to the unified
embedding space [43].

and there is a large amount of redundant information irrelevant to the task. so the information
fusion of same-modality and cross-modal is necessary.

The multi-head attention mechanism endows the model with the ability to jointly attend
to information from different representation subspaces at different positions [27]. The co-
attention mechanism [44] is a variant of the standard multi-head self-attention mechanism
which contributes to multimodal information fusion. Their structure is shown in Fig. 6

(a) multi-head attention [27] (b) multi-head self-attention block[44] (c) Co-attention block[44]

Figure 6: Structural diagrams of several common attention mechanisms

Our Bidirectional-hybrid attention mechanism considers both the same-modality and cross-
modality in multimodal fusion. The hybrid mechanism reduces redundant information generated
during multimodal fusion and uses bidirectional feature fusion to ensure the integrity of informa-
tion. For the same modality, we construct text pairs and image pairs based on the output of the
embedding layer. Correspondingly, cross-modality constructs text-image pairs and image-text
pairs. Then multi-modal fusion is achieved by adopting the co-attention block (Fig.6c).
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Figure 7: Common Activation Functions.

3.4. Classifier & Ensemble Method

3.4.1. Classifier

The multimodal fact verification task is a multi-classification problem, specifically, subdivided
into 5 categories: Support_multimodal , Support_textual , Insufficient_multimodal , Insuffi-
cient_text and Refute.

The embedding of modality representation undergoes multi-modal fusion through a bidirec-
tional hybrid attention mechanism. The output passes through a regularization layer and then
enters a classifier, which consists of the linear layer and an activation function. The activation
function realizes the effect of nonlinear transformation. Common activation functions are
shown in Fig. 7. In deep neural networks, it is crucial to use a suitable mapping for nonlinear
fitting to complete the classification task [45]. Our approach put attention on selection of
activation functions, specifically, two activation functions, ReLU and Swish (𝑏𝑒𝑡𝑎 = 1), are used
in the classifier and embedding layers of the model to achieve efficient multimodal fact-checking
effects.

3.4.2. Ensemble

The hybrid prediction method combines different prediction methods to improve the perfor-
mance of the final prediction. The performance of a single model is limited in many cases.
Hybrid forecasting methods combine the ability of multiple models to accommodate changes in
the sample by setting the results of each model in combination [46].

As shown in Fig. 3. The final output of our method is ensembled by two different multi-class
prediction models. We adopt a score-driven ensemble strategy, where weights are determined
based on the Val-set f1 score of each model, in order to balance the effect of each model and
achieve better multimodal fact-checking results.



4. Experiment

4.1. Dataset

There are many opensource datasets in the field of automated factchecking, such as LIAR
[47], FEVER [48] , Covid19 Fake News dataset [49] and Claim matching beyond english [50].
Compared with the Factify 2 datasets [2], which contain complete images and textual information
about claims and reference documents, the aforementioned are all unimodal datasets (only
text). Each sample of includes claim, claim_image, claim_ocr, document, document_image,
document_ocr, and category.

The description for each attribute is as follows [4]:

• claim: the text of the claim source by tweet A.
• claim_image: the image of tweet A.
• claim_ocr: ocr of claim image.
• document: the article text of the given reference document which is tweet B.
• document_image: the image of tweet B.
• document_ocr: ocr of document image.
• category: a given category of all five classes..

The category including:

• Support_Multimodal: text and images of claim are supported by the document corre-
sponding.

• Support_Text: claim text is supported by the document text, but claim images are not
relevant.

• Insufficient_Multimodal: claim text is neither supported nor refuted by the document
text but images are similar to the document images.

• Insufficient_Text: both text and images of the claim are neither supported nor refuted by
the document corresponding.

• Refute: fake claim or fake image inferred from document corresponding.

The training set 3 contains 35,000 samples, which has 7,000 samples of each category, and the
validation set contains 7,500 samples, which has 1,500 samples of each category. The test set,
which is used to evaluate the leaderboard score, same specifications as the validation set [4, 36].

4.2. Results

4.2.1. Testing Performance

Table 1 shows the performance of the testing set. Our approach achieved 0.75696 of the weighted
average F1-score, winning the sixth prize in multi-modal fact checking. This result outperformed
the baseline by 11%. Compared with the Pre-CoFact method, our method pays more attention
to the prediction of the support category, and the category of insufficient is slightly weaker.

3https://drive.google.com/drive/folders/13JwnIBzDfe8a5E1anPkt7J90r4NBIYES



Table 1
Performance of our model in terms of testing score. Our method achieved sixth prize. Improv row shows
the absolute improvements of the ensemble model over Pre-CoFact model.

Support Insufficient Refute Total
Text Multimodal Text Multimodal

Deberta_Relu 0.78542 0.82995 0.76186 0.79807 0.99833 0.83473
Deberta_Swish 0.76339 0.84748 0.81422 0.81750 0.99899 0.84832
Roberta_Relu 0.74108 0.85627 0.77750 0.80905 0.99966 0.83671
Roberta_Swish 0.77949 0.82537 0.81563 0.79129 0.99631 0.84162
XLM-Roberta 0.75363 0.84214 0.74999 0.79032 0.99866 0.82695
Ensemble model 0.77250 0.86492 0.81516 0.82995 1 0.85651

Baseline 0.5 0.82720 0.80239 0.75930 0.98819 0.64990
Pre-CoFact [36] 0.68881 0.81610 0.84836 0.88309 1 0.74585 4

Our model 0.77250 0.86492 0.81516 0.82995 1 0.75696 5

Improv +0.08369 +0.04882 -0.03320 -0.05314 - +0.01111

4.3. Further Analysis

4.3.1. Comparison Result

In order to show that different pre-training models affect the modality representation, we did
some comparative experiments. As shown in Fig. 8. In modality representation, using different
pre-trained models has a certain impact on the performance of fact-checking. It can be seen
that using the Deberta pre-trained model for modal representation has achieved better results.
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4.3.2. Parameter Sensitivity

The presence of embedding layers helps modality representations to better adapt to downstream
tasks. Mapping different modality representations into a unified embedding space reduce the



variance between modalities, which facilitates modality representation feature alignment and
cross-modal fusion. Parameter sensitivity experiments on embedding size are performed, which
explore the effect of embedding space size on fact-checking performance. As shown in Fig. 9.

4.3.3. Ablation Study

Table 2
Ablation study of different modules of our method.

Method Loss𝑎𝑣𝑔 Val_set F1 Test_set F1

Deberta_Relu 0.03154 0.73528 0.83473
w/o attention 0.40159 0.71418 0.82958

Deberta_Swish 0.10254 0.74937 0.84832
w/o attention 0.55805 0.69580 0.81022

Ensemble model - - 0.85650
w/o 𝜑 - - 0.85098
w/o avg - - 0.85323
w/o attention - - 0.82095

To evaluate the effect of the key components of our proposed model, we conduct an ablation
study on these components based on the dataset. The ablation settings are as follows:

• w/o attention: Each model removes the bidirectional-hybrid attention mechanism during
training, and only uses the embedding of modality representation.

• w/o 𝜑 : Model ensemble without the score-driven strategy, the same weight for each
model.

• w/o avg: Model ensemble strategy without averaging model predictions.

The results are shown in Table 2. From this table, it is observed that all the components are
indispensable for the superior performance of our method.

5. Conclusion

In this paper, we optimize modality representation and multimodal fusion achieve the efficient
multimodal fact-checking task. Specifically, deep modality representations of text and images
are extracted using a large-scale pre-trained model. Afterward, a bidirectional hybrid attention
mechanism is introduced to achieve homomodal and cross-modal information fusion. To achieve
better performance, we adopted an ensemble method by weighting several models. Extensive
experiments including comparison experiments, analysis of parameter sensitivity, and ablation
study demonstrate the effectiveness of our proposed approach.

4Data from the corresponding paper, also the official results De-Factify ’22.
5The final score is obtained by a weighted average of the category-wise scores by the organizers.
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