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Abstract
Online news platforms commonly employ personalized news recommendation methods to assist users in discovering
interesting articles, and many previous works have utilized language model techniques to capture user interests and understand
news content. With the emergence of large language models such as the GPT, T5 and LLaMA series, a new recommendation
paradigm has emerged, leveraging pre-trained language models for making recommendations. ChatGPT, with its user-friendly
interface and growing popularity, has become a prominent choice for text-based tasks. Considering the growing reliance
on ChatGPT for language tasks, the importance of news recommendation in addressing social issues, and the trend of
using language models in recommendations, this study conducts an initial investigation of ChatGPT’s performance in news
recommendations, focusing on three perspectives: personalized news recommendation, news provider fairness, and fake
news detection. Since the output of ChatGPT is sensitive to the input phrasing, we therefore aim to explore the constraints
present in the generated responses of ChatGPT for each perspective. Additionally, we investigate whether specific prompt
formats can alleviate these constraints or if these limitations require further attention from researchers in the future. We also
surpass fixed evaluations by developing a webpage to monitor ChatGPT’s performance on weekly basis on the tasks and
prompts we investigated. Our aim is to contribute to and encourage more researchers to engage in the study of enhancing
news recommendation performance through the utilization of large language models such as ChatGPT.
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1. Introduction
In today’s information-overloaded society, online plat-
forms like Google News and Microsoft News are attract-
ing users to read news online [1]. However, the daily
volume of new news articles poses a challenge for users
to find ones that align with their interests [2]. To address
this, news recommendation systems (RS) are crucial for
assisting users in discovering relevant articles. News ar-
ticles contain rich textual information, making language
model techniques like Gated Recurrent Unit (GRU) [3],
Long-Short Term Memory (LSTM) [4], Convolutional
Neural Networks (CNNs) [5], and attention mechanisms
[6] popular choices for modeling users’ interests and
comprehending article content [7, 8, 9]. Furthermore,
pre-trained language models and prompt learning tech-
niques have demonstrated their effectiveness in various
language tasks [10], leading RS researchers to approach
recommendation as a language task to leverage the power

11th International Workshop on News Recommendation and Analytics
in conjunction with ACM RecSys 2023, September 18-22, 2023, Singa-
pore.
$ XINYILI2024@u.northwestern.edu (X. Li);
yongfeng.zhang@rutgers.edu (Y. Zhang); ecm@northwestern.edu
(E. C. Malthouse)
� 0000-0002-0541-1795 (X. Li); 0000-0003-2633-8555 (Y. Zhang);
0000-0001-7077-0172 (E. C. Malthouse)

© 2023 Copyright for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).

CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

of these techniques [11, 12, 13].
This study aims to evaluate ChatGPT, a prominent

language model developed by OpenAI, in the context of
news RS tasks. Given the success of ChatGPT in various
natural language processing (NLP) tasks and the growing
recognition of recommendation as a language-related
task [13], our research focuses on three key perspectives:
personalized news recommendation, news provider fair-
ness, and fake news detection. Within each perspective,
our objective is to identify limitations in ChatGPT’s re-
sponse generation and explore the potential effectiveness
of specific prompt formats or requirements to address
these limitations. Additionally, we aim to shed light
on areas that might require further attention from fu-
ture researchers, as certain limitations may not be easily
resolved through prompt design alone. We anticipate
that ChatGPT will improve and address certain concerns
through user feedback. Therefore, we have developed
a webpage1 to track its progress on the tasks we have
been exploring, with updates provided on a weekly basis.
We hope our study would inspire OpenAI researchers
and the wider scientific community to delve deeper into
improving the performance of language models such as
ChatGPT in news RS tasks.

1https://imrecommender.github.io/ChatNews/
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2. Related Work
News Recommendation. Existing news RS methods
utilize NLP techniques like denoising auto-encoders [14],
GRU networks and CNNs [7], and attention mechanisms
[15] to understand news content and model users’ inter-
ests based on their reading behavior [8, 9]. While content
understanding and personalized recommendations are es-
sential, it is equally important to address social issues as-
sociated with news RS, including filter bubbles [16], echo
chambers [17], the spread of fake news [18], popularity
bias [19], user-side fairness [20, 21], and provider-side
fairness [22, 23, 24]. In this study, we not only evalu-
ate ChatGPT’s zero-shot performance in personalized
recommendation task but also examine whether it appro-
priately addresses provider bias and fake news concerns.
By investigating these aspects, we aim to shed light on
the broader societal implications of employing ChatGPT
for news RS.

Pre-trained Language Models and RS. Pre-trained
language models like BERT [25] and GPT [26], which are
trained on large-scale datasets, have shown adaptability
to various downstream tasks, and prompt learning tech-
niques [3] have further improved their performance. This
success has led to a shift in RS, treating recommendation
tasks as language tasks [13, 27]. Researchers have pro-
posed various approaches, such as converting item-based
recommendation to text-based tasks and utilizing textual
descriptions for user behavior [11], employing person-
alized prompt learning for explainable recommendation
[28], transforming user behavior into text-based inquiries
[12], and adopting flexible text-to-text approaches for RS
[13]. In this work, we investigate ChatGPT’s zero-shot
performance on news recommendation tasks, leveraging
its capabilities as a pre-trained language model.
ChatGPT. ChatGPT has gained immense popularity

within a short period leading to numerous studies that
explore its strengths and limitations. Qin et al. [29] as-
sess ChatGPT’s performance on various NLP tasks, while
Bang et al. [30] provide a comprehensive technical evalu-
ation of its capabilities in multitasking, multimodal, and
multilingual applications. Zhou et al. [31] explore ethical
concerns associated with ChatGPT usage. Li et al. [32]
study the fairness of ChatGPT in education, criminol-
ogy, finance and healthcare. Liu et al. [33] construct a
benchmark to evaluate ChatGPT’s performance in RS
tasks like rating prediction, sequential recommendation,
direct recommendation, explanation generation and re-
view summarization. While ChatGPT is known to have
limitations, including bias and the potential for generat-
ing fake information [34], our research aims to explore
the social issues related to using ChatGPT for news rec-
ommendation, particularly provider bias and fake news
detection. We investigate potential prompt formats that
can help mitigate these issues or highlight areas requiring

further attention.

3. Evaluations of ChatGPT
This section evaluates ChatGPT’s performance in news
recommendations using zero-shot approaches. We specif-
ically focus on three key tasks: personalized recommen-
dations, fairness of news providers, and trustworthiness
of the generated responses. Our approach involves first
identifying any limitations in ChatGPT’s responses using
simple prompts. We then construct additional prompts to
address these limitations or emphasize the need for fur-
ther attention to these specific issues when utilizing lan-
guage models like ChatGPT for news recommendation.
To facilitate reproducibility, we have made the prompts
and codes available on a GitHub repository2. For our anal-
ysis, we utilize data samples from the Microsoft News
Dataset (MIND) [1].

3.1. Personalized Recommendation of
ChatGPT

This subsection uses a random sample of 30 users from
the MIND dataset to detect limitations and gain insights
into ChatGPT’s performance when it generates recom-
mendations for individual users based on a set of unread
articles.

Based on our investigation of ChatGPT’s response gen-
eration using the initial prompt provided by Liu et al. [33],
we observe that ChatGPT struggles to effectively differ-
entiate between articles previously read by a user and the
candidate articles. As a result, ChatGPT may generate
recommendations that include articles already read by
the user. Building upon this observation, we propose the
hypothesis 1:

Hypothesis 1: Improving the organization of
prompts by using the JSON format with explicit
keys instead of solely relying on textual descrip-
tions will better distinguish the articles read by
a user and candidate articles.

We evaluate the four different prompts (prompt 0 to 3)
shown in Figure 1. We feed each prompt to the model five
times for each user and count the number of users whose
responses contain articles that the user has previously
read. We conduct an exact binomial test to further inves-
tigate. The results indicate that when utilizing prompt
3 from Figure 1, the probability of having articles previ-
ously read by the user in the response was found to be
zero. However, we could not reach the same conclusion
for the other prompts. Based on these findings, we can

2https://anonymous.4open.science/r/ChatGPT-News-3E94



Figure 1: Brief descriptions of prompts used for evaluating personalized recommendation of ChatGPT – hypothesis 1. Using
prompt 3, the probability of ChatGPT’s response containing articles read by a user is zero, with a 95% confidence level via
exact binomial test.

Table 1
ChatGPT’s zero-shot performance on personalized news recommendation, compared to baselines.

Model Hit@5 nDCG@5 Hit@10 nDCG@10
LSTUR 0.5667 0.3674 0.9000 0.5085
TANR 0.6333 0.3787 0.9333 0.4834
NAML 0.7667 0.4328 0.9333 0.5041
NRMS 0.6667 0.4370 0.9333 0.5282

ChatGPT [prompt 3] 0.3833 0.1765 0.7444 0.3074

infer that when dealing with lengthy texts and when
it is crucial to differentiate specific information, utiliz-
ing a JSON format with explicit keys proves to be more
effective than relying solely on textual descriptions.

We further assess ChatGPT’s zero-shot personalized
RS capability by comparing it to several baselines, includ-
ing LSTUR [7], TANR [35], NRMS [36], and NAML [8]
using metrics top-𝑘 Hit Ratio (Hit@𝑘) and Normalized
Discounted Cumulative Gain (nDCG@𝑘). The results,
presented in Table 1, indicate that ChatGPT’s zero-shot
news RS performance is inferior to existing deep neural-
based models. However, we observe that there is a high
probability (over 93.3%) that the top-5 recommended ar-
ticles by ChatGPT are from the same historical topics as
the user’s interests, whereas in the ground truth, there is
only a 60% chance that the clicked article belongs to the
same categories as the historical articles. This suggests
that ChatGPT is capable of understanding the categories
of historical articles that users are interested in. However,
user interests are dynamic, and without fine-tuning or
training on the news dataset, ChatGPT’s RS performance
is inferior compared to existing deep neural-based mod-
els. This highlights the need for further research and
potential fine-tuning approaches to enhance ChatGPT’s
recommendation performance in the domain of news.

3.2. News Provider Fairness
Most news organizations that create content (i.e.,
providers) depend on advertising for a substantial frac-
tion of their operating revenues, supplementing other
revenue sources such as user-subscriber fees, cable TV
carriage fees, and donations. Digital advertising depends
on attracting users to the news site, and an important
referring source of visitors is news, social media and
search platforms, which implement RS. Reduced levels
of ad revenue have contributed to news organizations
closing, which has created vast news deserts in the US,
where communities no longer have news coverage [37].
When Facebook changed its RS in 2018, small news or-
ganizations had decreases in traffic and ad revenue [38],
and countries such as Australia are attempting to regu-
late platforms and have them pay news organizations for
their content. Platforms that implement news RS must
therefore balance the needs of different stakeholders with
multiple objectives, and they may want to guarantee
that various providers receive some “fair” proportion of
recommendations. While provider fairness is often ad-
dressed as a post-processing in news RS [23, 39], our
objective is to first identify any biases related to news
provider fairness using ChatGPT and then explore poten-
tial prompt improvement to alleviate these concerns. We
divide providers into two groups, popular and unpopular,
and we utilize precision@𝑘 to assess the proportion of



Figure 2: Brief descriptions of prompts for evaluating the group-level provider fairness with no candidate article – hypothesis
2.

popular providers among the top-𝑘 recommendations.
The first scenario involves not providing candidate

articles to ChatGPT but instead asking it for recommen-
dations based on the articles that a user has read before.
In our preliminary experiment using initial prompt 0
from Figure 2, we observe that ChatGPT mistakenly la-
bels some popular providers as unpopular in its responses.
This prompts us to further investigate provider fairness
metrics from two perspectives: the user’s perspective
where we adjust the popularity labels based on a pre-
defined list of 100 popular providers, and ChatGPT’s
perspective where we evaluate its performance using the
popularity labels assigned by ChatGPT in its responses.
Additionally, in the initial experiment, we notice that
ChatGPT tends to recommend articles from providers
labeled as popular by ChatGPT. This finding prompt us
to propose the following hypothesis:

Hypothesis 2: Explicitly specifying the num-
ber of articles from both popular and unpopular
providers will mitigate the issue of provider bias
based on a user’s tolerance.

To evaluate hypothesis 2, six prompts (prompt 0 to
prompt 5 in Figure 2) are applied. The results shown in
Figure 3 support hypothesis 2: ChatGPT demonstrates
efficient controllability, which is a significant advantage
compared to existing models that aim to address the
news provider bias issue. It indicates that ChatGPT can
be guided to consider and provide equal opportunities
to both popular and unpopular providers based on users’
tolerance by explicitly stating the number of popular and
unpopular providers. Furthermore, the figure highlights
that ChatGPT perceives a lower precision@𝑘 compared
to the user’s perspective. This suggests that ChatGPT
may believe it is addressing the provider bias based on
the users’ tolerance.

Besides detecting provider bias when no candidate
articles are provided, we also observe this issue when

Figure 3: Performance evaluation from both user and Chat-
GPT standpoints for provider fairness when there is no candi-
date provided – hypothesis 2. The statistical t-test confirms
that ChatGPT is controllable for improving the provider fair-
ness based on users’ tolerance.

candidate articles are provided using the initial prompt 0
in Figure 4. This bias may be influenced by the presence
of provider bias in the user’s history, where the user
shows a preference for articles from popular providers,
and we propose hypothesis 3:

Hypothesis 3: Explicitly indicating the priority
of less popular providers mitigates ChatGPT’s
provider bias when candidate articles are pro-
vided.



Figure 4: Prompts used for evaluating the group-level provider fairness when candidate articles are provided—hypothesis 3.

Figure 5: Performance evaluation from both user and ChatGPT standpoints for provider fairness when candidates are provided
– hypothesis 3. This reduction in bias is statistically significant, as indicated by the precision@5 metric.

Prompt 3 in Figure 4 incorporates the term ‘provider
fairness’, which aligns with the definition of our study.
However, the results presented in Figure 5 demon-
strate that explicitly stating the priority of less popular
providers can effectively mitigate the provider bias is-
sue in ChatGPT’s recommendations. This reduction in
bias is statistically significant (𝑝 < 0.05), as indicated by
the precision@5 metric. The difference in precision@10,
however, is not statistically significant (𝑝 > 0.1). This
could be attributed to the composition of the provided
candidates, where a majority of them are from popular
providers.

Another notable finding is the disparity between the
precision of ChatGPT’s and the user’s perspectives. Com-
paring the disparity between prompt 2 and prompt 4, as
well as prompt 3 and prompt 5 in Figure 3, it becomes
evident that reintroducing the list of popular and unpop-
ular providers in the prompts decreases disparity. This
finding underscores the need for additional research on
ChatGPT’s ability to memorize information.

3.3. Trustfulness of ChatGPT
The use of ChatGPT has opened up possibilities for
human-computer interaction and information genera-

tion, but also brings an ethical concern - the genera-
tion of deceptive information, particularly in the form
of fake news [40, 41, 42]. As the popularity of ChatGPT
increases, so does the potential risk of disseminating
false or misleading information, leading to distorted per-
ceptions of events and fostering incorrect beliefs and
decisions among the public. To address these concerns,
this subsection investigates the trustworthiness of Chat-
GPT in providing news recommendations, employing the
same 30 users and conducting 5 independent trials for
each prompt under examination.

In our investigation using the initial prompt 0, where
no candidate articles are provided, and ChatGPT is asked
to recommend one article based on the user’s reading in-
terests (as depicted in Figure 6), we observe the existence
of fake news generation. However, the performance of
generating fake news (i.e., news with titles that cannot be
verifiably found on Google search) is inconsistent, fluctu-
ating among approximately half and one-third of users.
Building on this finding, we formulate hypothesis 4 to ex-
plore whether presenting candidate articles in designed
prompts for ChatGPT to make recommendations could
effectively reduce the issue of fake news generation.



Figure 6: Brief descriptions of prompt used for evaluating the trustfulness of ChatGPT when candidate articles are provided –
hypothesis 4. Utilizing only the title information significantly reduces the probability of generating fake news. However, it is
not completely eliminated.

Hypothesis 4: Providing candidate articles
based solely on title information would signifi-
cantly decrease the likelihood of generating fake
news during ChatGPT’s recommendations.

To test this hypothesis, we further evaluate three dif-
ferent prompts (prompt 1 to 3) with provided candidates
in different forms, as shown in Figure 6. Prompt 1 and
prompt 2 represent each article using both its ID and title,
while prompt 3 represents each article using only its title.

Our empirical findings indicate that when utilizing
prompt 1 and prompt 2, approximately 1 out of 10 users
receive recommended responses containing fake IDs on
average. The presence of fake IDs in prompt 1 and prompt
2 (as shown in Figure 6) can be attributed to ChatGPT’s
difficulty in handling numerical values and the lack of
concrete meaningful words found in its training data
for the short strings in prompt 2. However, this repre-
sents a substantial decrease in the generation of fake
news with statistical significance (𝑝 < 0.05) compared
to the performance observed with prompt 0. The pro-
vision of candidate articles for ChatGPT during news
recommendations plays a significant role in mitigating
the generation of fake news compared to scenarios where
no candidates are provided.

When using only the title information (prompt 3 in
Figure 6), there is a further reduction in the probability
of generating fake news, reaching 1 out of 150, which
confirms hypothesis 4. However, it is essential to ac-
knowledge that the issue of generating fake news is not
completely eliminated, and addressing the broader so-
cial challenges arising from the dissemination of fake
news articles when utilizing large language models like

ChatGPT remains a crucial area of concern.

4. Conclusion
This study evaluates ChatGPT’s performance in news rec-
ommendations, with a focus on personalization, provider
fairness, and fake news. Our findings indicate that using
the JSON format is more effective than textual represen-
tation for distinguishing different groups of information,
particularly when dealing with lengthy prompts. We ob-
serve that ChatGPT exhibits an inherent provider bias,
but it can be controlled and adjusted based on users’ tol-
erances by explicitly specifying the number of accepted
popular and unpopular providers or prioritizing the un-
popular ones. Despite providing explicit candidate arti-
cles, the issue of generating fake news cannot be com-
pletely resolved; however, the probability of generating
fake news during recommendations is significantly lower
compared to making recommendations directly without
providing candidate options. To address the challenge
of fake news, enhancing the trustworthiness and relia-
bility of language models becomes crucial in the context
of news domain and remains an important area for fur-
ther research studies. Additionally, we identify the need
for improving ChatGPT’s memorization capability. This
work aims to provide valuable insights and directions for
future studies that seek to enhance news recommenda-
tion performance using language models like ChatGPT.
Furthermore, we have created a webpage to encourage
more researchers to actively participate in this field of
study.

A promising and important area for future research is
to investigate ethical issues around the use of ChatGPT



for news recommendation. The task of recommending
news is especially complex because the system goals ex-
tend far beyond identifying articles of interest to a user
[43]. News RS should avoid creating experience cocoons,
echo chambers and filter bubbles, where users only en-
counter stories that reinforce their existing beliefs, inter-
ests, and ideologies [44]. The hazards of manipulation
are great, e.g., a political party attempting to manipulate
the system to show stories on a certain event to inflate
their importance. Further research can investigate how
to formulate prompts to manage exposure diversity and
biases, and safeguard against manipulation.
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