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Abstract

Recommender systems were created to support users in situations of information overload. However,
users are consciously or unconsciously influenced by many factors when making decisions, and the
recommender must account for these to be effective. In this work, we use a causal graph to investigate the
influence of different factors on the user’s decision to click or not on the recommended accommodations.
To learn the causal graph, we combine data provided by a meta-search booking platform for online
hotel searches with prior knowledge made available by domain experts. The analysis confirms that
the learnt causal model correctly models the well-known effect of the ranking position and price on
user decision-making. Furthermore, we discover some interactions between the considered factors. For
example, the country of the user market influences the user’s decisions for different values of the price.
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1. Introduction

Recommender Systems (RSs) [1, 2] have assumed a crucial role in several online services, such
as e-commerce, entertainment and e-tourism. The massive volume of information on the web
leads to the problem of information overload, which increases the need for delivering effective
and timely recommendations. Indeed, large companies like Google, Facebook, Amazon, and
Netflix have recognised that RSs are an essential part of their business [3, 4].

In the E-Tourism domain, RSs are extensively applied to recommend destinations/travel
packages [5], points of interest [6] or restaurants [7]. Over the last years, many RSs have
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been developed to recommend hotels in the context of online booking. Some works applied
traditional RSs techniques such as Collaborative Filtering [8, 9] or Content-Based approaches
[10, 11], while others proposed domain-specific approaches. For instance, [12] uses textual
reviews as the main source of information to make recommendations, [13] builds specific topic
models from textual reviews and [14] uses the Learning to Rank approach that is based on a
ranking model to sort items according to their relevance or preference [15].

In hotel recommendations, it is fundamental to exploit contextual features (e.g., season and
place) as well as users’ features and preferences (e.g., age and nationality). Therefore, many
works in the E-Tourism context studied the influence of several factors on user decision-making.
For instance, [16] analyses the influence of several factors: ranking position, price, average
rating and number of reviews. In the same spirit, [17] proposes a theory of the serial position
effect and [18] studies the effect of the ranking position. Instead, [19, 20] study the influence of
the item’s price and conclude that lower prices positively influence user decision-making while
higher prices have a negative influence. In [21], the authors performed a controlled user study
to assess the effect of the items’ average rating and the number of reviews on user decisions
and concluded that both factors influence users.

However, these works analyse the influence of a single factor on user decision-making or,
as in [21], analyse the influence in a controlled setting. Instead, in this work, we study the
influence of different factors on users’ decisions by analysing a historical dataset collected in
the context of Online Hotel Search. Specifically, our dataset was collected on a meta-search
booking platform that compares the prices of offered properties' from different Online Travel
Agencies (OTAs)?. We propose an analysis using the causal framework [22, 23] to describe the
problem and to analyse which factors of user, context and items influence the users’ decision
to click or not on the recommended properties. Specifically, we learned a Causal Graph (CG)
and fitted a Causal Network (CN) to use it as an estimator. Causal approaches have also been
applied to the RS problem in the last few years. However, to the best of our knowledge, the only
work that faces the problem of learning a CG in RSs is [24]. Therefore, the main contributions
of this paper are as follows:

+ We describe the prior knowledge derived from the company’s experts and previous works
in the literature in terms of “tiers”,

« We study which factors influence user decisions by learning a CG which combines
observational data with prior knowledge given by domain experts,

« We analyse the relations between the factors and the Click-Through Rate CTR using the
fitted CN model.

This paper is organized as follows, in Section 2, we report some important insights on the
analysed context and the observational dataset. Then, in Section 3, we describe the process of
learning the CG by combining observational data with expert knowledge and, in Section 4, we
report some insights emerging from the performed data analysis exploiting the learnt CN.

'With the term property we refer to any type of accommodation like hotels, apartment houses, etc.
*The OTA is an external party which facilitates the booking of a property.



2. Problem Statement

Firstly, it is important to underline the importance of analysing and investigating the context of
interest in order to build up a coherent description of the problem using the causal framework.
Therefore, in this section, we briefly describe the problem and the involved factors. We studied
the problem of online hotel recommendation in a meta-search booking platform that compares
offers from different OTAs for the same property. On this platform, users are not tracked, and
thus, we have no information about previous interactions between a user and the platform.
Moreover, the unique feedback we can exploit is the user’s click on a recommended property.

Therefore, we analysed the collected dataset by focusing on the Click-Through Rate (CTR), i.e.
# of clicked properties
# o frecommended properties’

The data has been collected on worldwide searches in the period between 11/2021 and 10/2022,
where the roughly 8,200,000 recommended lists and the associated user actions (click-throughs)
of different anonymous user sessions were recorded. Given the small number of users that
look beyond the first page, we restricted the analysis to the first page, consisting of up to 25
ranked/recommended properties. Moreover, in searches where users applied a filter criterion,
we could not unambiguously map the clicks to the specific search, and thus, we removed all
searches with any filter applied.

In our analysis, we took into account factors of users, context and items to understand
the relations between them and the user clicking on a property possessing certain features.
Specifically, the included factors, partitioned into users’ features, context’s features and items’
features, are reported in Table 1.

Table 1
Factors partitioned into users’ features, context’s features and items’ features.
‘ Name Description Values

POS User’s market country {IT, FR, PT, US, ..}

Users User cluster User type {single, couple, family}
Device Device used for the search {mobile, desktop, tablet}
People count Number of People [1,20]
Rooms count Number of Rooms [1,4]
Check-in month ~ Month of check-in [1,12]

Context | Booking Window Days between research and stay [1, o0]
Length of Stay Number of nights of stay [1, 0]
State Destination country {Italy, France, Spain, ...}
Properties in city ~ Number of properties in destination city [1, 0]
OTA Online Travel Agency -
TOA Type Of Accommodation {Hotel, Houses, Apartments, ...}
Image count Number of images in the gallery [0, 7]

Items : .
Review count Number of reviews of the property [0, o]
Rating Average rating of the property [0, 100]
Price Price of the property [0, 0]




3. Causal Discovery

A probabilistic graphical model (PGM) [25] is a tuple (&, X), where & = (V,E) is a graph and X
is a vector of random variables s.t. each vertex V; € V is associated to a random variable X; € X.
The graph @is said to be a structure over the associated joint probability distribution P(X). PGMs
are particularly of interest given their inherent explainability: each edge (E; € E) X — Yin Zis
a graphical representation of the relationship between X and Y. This semantic interpretation
allows researchers to gain high-level overviews of complex systems without sacrificing the direct
connection with P(X). A Bayesian Network (BN) [26] % = (€, ©) with directed acyclic graph
(DAG) @ and parameters © is a PGM where P(X) factorizes into local probability distributions
according to & as P(X) = [] yex P(X| Pa(X)), where Pa(X) is the parent set of X w.r.t. €. An
interesting property of 9 is that it encodes the independence statements in P(X) into the DAG
&. Hence, it is possible to know whether X and Y are probabilistically independent in P(X) by
graphically querying &, that is, one might ask if X 1 p Y holds true by visiting &, i.e. if Xis
independent of Y.

While representing probability independencies is useful to convey statistical associations, it
is certainly more interesting to express causal-effect relationships to enable decision making,
e.g., rank_position is a cause of clickout, therefore, intervening on the rank_position affects the
clickout, but not the other way round. Under this representation, & is said to be a causal graph
(CG) [27] and each edge X — Yin @ is a causal edge, where X is said to be a direct cause of Y and
Yis a direct effect of X. To be able to express more complex settings other than isolated edges,
we need to formally represent the mechanism that generates the data that we observe, i.e., the
causal mechanism. Again, we can leverage the CG & by defining a function fx that assigns the
value of X depending on the parents Pa(X), so that X := fx(Pa(X),Ux), with Uy a random
noise variable which accounts for non-deterministic interactions. When we superimpose the
causal edge assumption on a BN we obtain a Causal Network, which encodes both probabilistic
and causal interpretations.

USER \| CONTEXT ITEM
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Figure 1: Edges tiers coloured w.r.t. their semantic interpretations. Factors are ordered according to
the domain expert’s prior knowledge, where a factor in lower tier can not be a cause of factor in a higher
tier. For example, the destination country can not be a cause of the user’s POS.

To construct a CN one must recover its CG, a process called Causal Discovery [28]. In this
work, we relied on the Hill-Climbing (HC) [29] algorithm, which traverses the space of the
possible CGs selecting the optimal graph €* w.r.t. a goodness-of-fit function &, known as the
scoring criterion. At its core, HC iteratively modifies the current recovered graph to maximize &
by adding, deleting or reversing individual edges. When no modification improves the score,



the procedure halts and returns the current solution. HC is guaranteed to include edges that are
coherent with the underlying independence statements, provided that & is a consistent scoring
criterion. Another crucial aspect is the inclusion of prior knowledge. To this extent, domain
experts can list specific edges that HC must exclude or include during the construction of the
recovered graph, i.e., forbidden and required edges. Alternatively, it is also possible to define
ordered edges sets, or tiers, that induce a partial order among the observed variables. This last
encoding is particularly useful when (partial) temporal order of variables is known.

In this work, the hierarchy between user, context and items factors is defined by the RS
and reported in Figure 1. Tiers are coloured w.r.t. their semantic interpretations, that is, users
features are in blue, context features are in green and items features are in red. The result of the
application of HC to the described data is reported in Figure 2, with the same colour scheme of
Figure 1. We leveraged the independence statements to restrict the CG to a proper sub-graph
by discarding irrelevant factors that do not affect, neither directly nor indirectly, the CTR.

Positi

Figure 2: CG obtained by the causal discovery procedure with data and prior knowledge. Nodes are
coloured by their semantic interpretation and edges are coloured according to the destination node.

4. Data Analysis Through Inference

In this section, we report a part of the data analysis performed using the CN presented in
the previous section. Through this analysis, we want to find out how the factors affect user
decision-making and evaluate the prediction of the model using expert knowledge. Therefore,
we query the CN in the form P(Y|rank_position, X, W), where Y is the CTR, X is one item’s
feature and Wis one user or context feature. The semantic interpretation of these queries is:
“Which is the CTR for a certain rank_position if the user/context feature W had value w and the
item’s feature X had value x?”. From this type of query, we can draw interesting conclusions
like: “Given that the user/context W has value w, which is the value x of the item feature X that
maximises the CTR Y?”.

In our analysis, we submitted queries on all the combinations of one user/context feature



and one item’s feature in the CG of Figure 2, for a total of 5 x 4 = 20 combinations. We could
only take into account one item’s factor, one user/context’s factor and the rank position since
we can plot a limited number of dimensions. However, an RS is expected to perform similar
reasoning to decide which items to recommend to a user in a given context, and it is not limited
to three dimensions. In the following, we present two of the most interesting results to give an
insight of our analysis. As previously shown in [16, 17, 18], the rank position has an important
effect, regardless of other factors, since the CTR is higher for the first position and decreases for
lower rank positions in both Figure 3 and Figure 4.

POS: Portugal POS: Italy POS: France

Figure 3: Results for the query P(Y|rank_position, POS, price) for POS of Portugal, Italy and France.

Figure 3 shows the results for the queries P(Y|rank_position, POS, price) for all the values
of price, rank_position and three values of POS (Portugal, Italy and France). Different POS,
which could be a proxy for the user’s country, present different price sensitivities. Indeed,
when POS = Portugal (Figure 3, left), the CTR for every rank position is much higher for
price =" 0 — 50” than for higher prices. Instead, if we look at POS = Italy (Figure 3, centre) this
difference is much smaller, while for POS = France (Figure 3, right), the CTR for price =" 0—50”
has the second smallest value after price =“> 500”. From this analysis, we conclude that for
POS = Portugal we should recommend economic properties, while for POS = France, we must
recommend more expensive properties that could lead to a higher profit without affecting the
CTR (indeed, expensive properties were even more clicked in this case).

In Figure 4, we report the results of the query P(Y|rank_position,length_of stay, TOA) where
we can observe the CTR for different length_of stay and TOA. First, we note that long stays
("9 — 14 nights”) have a lower CTR than shorter stays. However, it is usually not possible for
the RS to change the user or the context, and thus, we cannot choose another length_of stay
with a higher CTR. However, we can recommend different types of accommodations given
different length_of stay. Indeed, for “2nights” (Figure 4, left), the highest CTR is associated with
1/2-star hotels (H-1/2%), Guest Houses (GH) and Bed & Breakfast (B&B). Instead, for 9 — 14 nights”
(Figure 4, right), the best TOAs (the ones with the highest CTR) are 4-star hotels (H-4*), 3-star
hotels (H-3%), Other TOAs (Otr), Apartments (Apt) and Bed & Breakfast (B&B). In conclusion, for
short stays, it is better to recommend “low quality” hotels or “temporary” solutions like B&B or
Guest House, while, as the night of stay increases, the users prefer “higher quality hotels” or
Apartments. For example, the 4-star hotels are not the favourite option in case of 2 nights of
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Figure 4: Results for query P(Y|rank_position,length_of stay, TOA) for length_of stay of 2 nights, 3-8
nights and 9-14 nights.

stay, while are a good option for 3 to 8 nights of stay (Figure 4, centre) and are the best option
for 9 to 14 nights of stay.

5. Conclusions

In this paper, we studied how different factors influence user click behaviour in online hotel
searches. Specifically, we learned a CG by combining observational data provided by a meta-
search booking platform with prior knowledge made available by domain experts. Then, based
on the learned model, we performed an analysis to assess the influence of different factors on
the user’s decision to click or not on the recommended properties.

We assessed that CNs could be a valid estimator of user preferences. The analysis reported in
this work matches our previous findings [16] where we also assessed the influence of ranking
position and price on user decisions. As expected, the ranking position has a strong influence
on CTR regardless of other factors and the price was confirmed to be a key factor influencing
user’s click behaviour as established from previous works, such as Lockyer [19] and Stavkova
et al. [20]. Moreover, the use of such a model allowed us to perform a more complex analysis,
in which we could take into account several factors at once without losing explainability and
semantic information. For example, it was also shown that the user market (POS) changed
the influence of price as, for example, for POS equal to Portugal lower prices had the highest
CTR, while for POS equal to France this was not true. Moreover, results suggest that a different
number of nights changes user preferences in terms of the main types of accommodations.
This work consequently highlights the many factors affecting users decision-making when
performing online travel searches that are almost ignored in most offline studies.

Finally, the learned CG, together with the other necessary assumptions, opens the possibility
of exploiting the methods developed in causality literature in the RSs domain. For example,
it is possible to exploit a CG to analyse which factors really influenced user’s decisions and
model a RS accordingly. Furthermore, many approaches are developed in causality to account
for confounding and selection bias. However, to apply these approaches a CG is needed to
discover which factor we should adjust to obtain unbiased estimates. Finally, a CG enables also



to estimate counterfactuals and opens to the possibility of generalising and transporting the
inference made in one context to other contexts.
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