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Can LLMs assist humans in assessing online
misogyny? Experiments with GPT-3.5
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Abstract

Today’s social media landscape is flooded with unfiltered content, which can range from hate speech to
cyberbullying and cyberstalking. As a result, locating and eliminating such toxic language presents a
significant challenge and is an active current research area. In this paper we focus on detecting hate
speech against women, i.e. misogyny, exploiting a “prompt-based learning” paradigm with the aim
of providing a first assessment of recent developed LLM (OpenAI’s GPT-3.5-turbo). We experiment
with a benchmark dataset of Reddit posts and evaluate different prompts types w.r.t. response stability,
classification accuracy and inter-annotator agreement. Our experiments show that zero-shot detection
GPT capabilities - against human annotations - outperform supervised baselines on our evaluation
dataset and that ensembling different prompts possibly further improve the accuracy up to 91%. We also
found that responses to specific prompts is quite stable, while slightly more variation and less agreement
is observed when asking the questions in different ways.
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1. Introduction

Concomitant with social media becoming a major means of communication, online toxic
and hateful comments is increasing. Hate speech is typically defined as offensive, cruel or
discriminatory statements (posts, images, comments, etc.) and actions (not just online) that
show intolerance and hatred for a particular group or individual, based on their race, ethnicity,
religion, sexual orientation, gender identity, disability, or other characteristic [1, 2, 3].

Online hate speech, in various forms like name-calling, slurs, threats, and harassment, has
harmful effects. It spreads bigotry, causes emotional harm to targeted individuals and groups, and
sometimes incites violence. It also creates a hostile and unsafe online environment, discouraging
participation in digital communication. Social platform anonymity and evading legislation
contribute to the growth of the phenomenon, which ultimately distorts the original purpose
of social media, i.e. facilitating communication and enriching related activities regardless of
geographic restrictions.

Therefore, the identification of potentially offensive language and information extraction
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from social media data become essential. Over the last years, there has been a growing interest
in online hate speech detection. Although manual approach to the problem has the distinct
advantage of rapidly capturing context and responding to new developments, the process is
labour-intensive, expensive, and time-consuming, which restricts scalability and quick solutions.
The automation of this task has become increasingly important as the amount of hate speech
online has grown. Up-to-date applications investigating the problem of hate speech detection
generally rely on pre-trained transformer-based language models, which are trained of then
fine-tuned on hate speech detection tasks [4, 5, 6, 7, 8, 9]. While such supervised approaches
show promising results, they need large annotated datasets to be trained on, and often require
adaptation to transfer to different domains and corpora. In recent years, the growth of Large
Language Models (LLMs) has led to a shift towards the “prompt-based learning” paradigm,
demonstrating good capabilities on a variety of NLP tasks [10, 11]. LLMs have been shown to
incorporate some general knowledge and understanding, enabling them to address unforeseen
tasks, operate in few-shot of zero-shot setting, and even present emergent capabilities.

Recent Al tools like ChatGPT are quickly changing the way humans interact with machines, in
a conversational fashion, similarly to communications among humans. People are in fact already
using ChatGPT for a variety of everyday tasks, which open the way to great opportunities
and innovations but also to dangerous threats. For example, as LLMs are pre-trained with a
huge amount of (uncontrolled) human generated content, their answers can reflect inherent
biases in the pre-train corpus, that might lead to unfair content being generated, e.g. penalizing
minorities and perpetuating gender stereotypes [12]. However, this “biased knowledge" can
possibly be leveraged for good, for example to automatically detect hate speech or to assist
humans in annotating different types of hateful or unfair content [13]. Such a potentially
beneficial application is further enhanced by the inherent explainability of responses. They can
be easily instructed to generate a natural language motivation for the predictions themselves,
along with the predictions. In this paper, we consider the largest GPT (Generative Pre-trained
Transformer) language model available at the time of writing, developed by OpenAl, and
presented by Brown in 2020 [10]. Specifically, we experimented with the recently released
GPT-3.5-turbo model'.

Our aim is to provide a first assessment of LLM’s zero-shot capabilities in facilitating the
detection of online misogyny. Online misogyny refers to the phenomenon of hostility, discrim-
ination, and hatred directed towards women in online spaces. This can take various forms,
including sexist comments, derogatory language, sexual harassment, cyberbullying, and online
stalking. The task of categorizing online content into misogynistic or non-mysoginistic content
is in fact challenging for humans as well, and prone to disagreement among distinct human
annotators.

Given the impressive language understanding capabilities of OpenAI’s GPT, we aim at as-
sessing its ability to act as an annotator of misogynistic content, exploiting an expert-annotated
dataset of Reddit posts, introduced by Guest et al. [14]. In our experiments, we design and
evaluate slightly different prompt structures. We measure the stability of responses and clas-
sification accuracy against annotations collaboratively created by humans. Through this, we
derive preliminary insights that might be useful for further investigating practical interaction

'https://platform.openai.com/docs/models/gpt-3-5



strategies with LLMs. We found that zero-shot GPT-3.5 prompts outperform supervised deep
learning methods, including BERT, on the considered test set. Combining multiple prompts
with a simple majority voting can further increase performance. Additionally, we observed that
different prompt engineering choices affect both the classification metrics and the stability of
results, measured by inter-annotator agreement.

The remainder of this paper is structured as follows: Section 2 gives background information.
Section 3 describes the dataset and our experimental approach to zero-shot learning. Section 4
discusses results and Section 4.1 reports on a qualitative results analysis, focusing on missing
predictions and disagreements between human annotators. Finally, Section 5 draws conclusions.

This study is partially supported by the ICOMIC project?.

2. Related works

The detection of abusive language is an unsolved and difficult problem for the natural language
processing community [15]. A significant portion of work already done on the abusive content
automatic detection focuses on using supervised machine learning (e.g. [16, 17]).

Until recently, pre-trained language models, such as BERT, were commonly used to address
a variety of NLP task by fine-tuning the model, i.e. running additional training over specific
annotated datasets to adapt it to specific downstream tasks. In [14], an expert-annotated online
misogyny dataset was presented, and two variants of BERT were trained and evaluated on
this dataset. More recently, in Yin et al. [18], a novel variation of BERT called AnnoBERT was
proposed. It incorporates annotator labels to improve training and classification performances,
and it was evaluated on the same dataset. Alongside AnnoBERT, previously published meth-
ods, namely CrowdLayer [19] and Label-Embedding Attentive Model (LEAM) [20], were also
evaluated on the same dataset. We based our experiments on this benchmark dataset, which is
described in more detail in section 3.1.

Some studies have very recently documented how Prompt-based learning can be applied for
spotting offensive or hateful content. Chiu et al. [13] use GPT-3.5 to detect hate speech using
the prompts “Is this text racist?" and “Is this text sexist?". Schick et al. [21] demonstrate that
toxicity in large generative language models can be avoided by employing similar prompts to
self-diagnose toxicity during the decoding process. AlKhamissi et al. [22] recently framed hate
speech detection as a few shot learning task. He obtained significant performance improvements
by decomposing the task into its constituent parts and demonstrated that task decomposition
of hate speech detection moves us closer to explainable systems.

*Identifying and Counteracting Online Misogyny in Cyberspace, EU Next Generation, MUR-Fondo Promozione e
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3. Experimental setting

3.1. Dataset

For this study, we selected the dataset curated by Guest et al. [14], that looks at the specific hate
against women, and that is available on GitHub®. This expert-annotated dataset was obtained
from Reddit, a social news website that is increasingly serving as a platform for numerous
communities that support misogynistic ideologies.

The dataset consists of 6567 labels for posts and comments, collected from February to May
2020. We specifically chose this dataset for our experiments on misogyny detection because it
benefits from a detailed hierarchical taxonomy, based on existing literature on online misogyny
[23]. Misogynist Pejoratives, descriptions of Misogynistic Treatment, acts of Misogynistic
Derogation, and Gendered Personal attacks against women are the four broad categories of
misogyny considered in the data annotations. In order to capture more nuanced and extensive
cases of misogyny and ensure a wider linguistic variety, the above mentioned authors use
12 subreddits to target the sampling. The dataset has been manually labelled by six expert
annotators who have undergone thorough training in recognizing misogynistic abuse. Each
annotator independently provided a personal judgement, then the the final labels were chosen
through a process of group-based facilitation. For more details see [14].

The posts are divided into train-set (5264 posts) and test-set (1303 posts) in order to train
and test supervised BERT models. We ran our zero-shot experiments over the test-set, in
order to obtain results comparable with supervised learning experiments reported in literature.
The proportion between misogynistic and non-misogynistic posts in the test set is about 0.11
(129 misogynistic vs. 1174 non-misogynistic), meaning the the dataset is highly unbalanced
towards the negative class. Within the test-set, 119 posts (about 9%) obtained disagreeing
judgements from different annotators, witnessing the high subjectivity of the classification
task at hand. Among the posts finally labeled as misogynistic, about 48% received disagreeing
judgements from single annotators, while they disagreed only on about 6% of the posts labeled
as non-misogynistic.

3.2. Prompt engineering

We started our experiments using a simple prompt composed by a direct question (“Is the
following post misogynistic?”), followed by the post to be classified. However, inspecting
the responses from GPT-3.5, we observed that they were often verbose and it was difficult to
map them to our two classes: Misogynistic and Non-Misognynistic. Thus, we introduced an
answer conditioning aiming at obtaining a simple “Yes” or “No” as responses. In particular, we
experimented with two alternative answer conditioning commands: a soft one, but appending
at after the question the text “(yes/no)” and a hard one, using a more precise command: “(Only
“Yes” or “No” are allowed as answers)”.

As discussed later, the two conditioning commands provide indeed different results, reducing
the fraction of post that cannot be easily mapped to the two classes. In our experiments, we
use a simple mapping function that assigns the Misogynistic class to only those responses

*https://github.com/ellamguest/online-misogyny-eacl2021



that begin with a “Yes", and the Non-Misogynistic class to all the other responses, including
those beginning with “No". Even if we use the conditioning particle, as described above, the
LLM does not always provide a clear Yes/No answer. In some cases, the answer expresses the
inability to classify the post, while in other cases, it contains a positive or negative answer but
is formulated in a way that requires human interpretation. In practical applications, we might
want to avoid or limit such unclear or uncertain answers. As a result, we also measure the
fraction of unanswered prompts (unclassified examples) provided by each alternative prompt.

Besides, with the aim of investigating how additional context influences the results, we
extracted from [14] a concise description of the different types of misogynistic and non-
misogynistic content. This context is similar to that provided, along with annotation guidelines,
to human annotators employed to label the dataset. The intuition is that by including a more
precise description of the types of content we are going to classify in the prompt, this would
condition the answers to be more precise with respect to the specific classification task. The text
we used is extracted from [14] and is not reported here due to space constraints. It describes
misogynistic pejoratives, derogation, counter-speech, and other content types.

As LLMs are non-deterministic in their responses, it is important to understand how “stable"
the answers to a given prompt are. To achieve this, we run each prompt variation five times and
attempt to measure the variability of the classification metric obtained, as well as the agreement
on the classification of each specific post. To address the latter, we measure inter-annotator
agreement between each pair of answers to the same prompt provided by independent runs,
using Cohen’s K as the metric.

Finally, we are also interested in investigating how the results change in response to different
formulations of the same question. As the LLM response is essentially a calculation of the most
probable words following the prompt, using different words to formulate the question might
affect the results. Thus, we first asked GPT-3.5 itself to provide 6 variations over our starting
question.

We then compare the results obtained from each of the proposed variations. To summarize,
in Table 1, we report the 7 questions used in our experiments (Q1 to Q7) and the 2 answer
conditioning (C1 and C2). Our prompts can be therefore represented as follows:

[Ctx] + QOx + Cx + "Post:" + {text of the post}

where Ctx is optional and represents the additional context text, Qx is one of the questions
(Q1-Q7) and Cx is the answer conditioning particle (C1 or C2).
The following is a random example of prompt using the Q1 question and the C1 conditioning.

Is the following post misogynistic? (yes/no) Post: """ Don’t underestimate the cluelessness of a stacy. She would say you
aren’t getting that attention because you aren’t posting photos or posing well or picking the right outfit or editing well. And
through her eyes that phrase is true, even if she benefits from being the beauty standard. """

To carry out our experiments, we used the GPT-3.5-turbo API. The temperature parameter,
controlling how randomly the prompt responses are generated, is set to 0. In this a way, we
obtain answers that were as stable as possible. However, for some prompt variations, we also
measure the stability of results over 5 runs, setting the temperature to 1 (see Table 3). In all the
cases the Top-P parameter is set to 1.



Table 1
Summary of prompts elements used in our experiments

Questions

Q1 "Is the following post Misogynistic?"

Q2  "Does the following post expresses contempt or prejudice towards women?"
Q3  "Does the following post contain misogynistic content?"

Q4  "Does the following post contain misogyny?"

Q5  "Is this post expressing misogynistic views?"

Q6 "Is this post conveying misogynistic opinions?"

Q7  'Is this post exhibiting any discriminatory attitudes towards women?"

Answer conditioning

C1  (yes/no)
C2  (Only "Yes" or "No" are allowed as answers)

4. Results and discussion

In Table 2 we report the classification results obtained by combining different variations of
prompts using the question Q1 and Q2, as detailed later in this section, and compare them with
those obtained with supervised methods as reported in [14] and in [18]. As the two studies make
use of different classification metrics, in Table 2 we report all of them, namely average precision,
recall, F1 for the misogynistic class and overall accuracy (as done in [14]), and Specificity (True
Negative Rate) and macro average F1 score (used in [18]). We note that Sensitivity (True Positive
Rate), used in [18] is equal to the recall on the positive class (misogynistic). We use the "-"
symbol when it is not possible to calculate a metric from the results reported in the original
papers, and we mark in bold the best value, among those obtained with automatic methods
(supervised or zero-shot), for each metric.

Additionally, we report the average metrics calculated by comparing the independent judg-
ments of human annotators with the final labels (the ground truth), appointed after discussion
among annotators. One can see that our zero-shot setting outperforms all the supervised meth-
ods, including those using BERT ([24]) trained on more than 5000 manually annotated posts,
with respect to recall and F1 for the misogynistic class and macro-averaged F1. In particular, we
notice a sensible improvement (+ 0.11) with respect to the main metric considered in the original
study ([14]), F1-score on the Misogynistic class. These results suggest that the knowledge
encoded in the LLM is largely sufficient to replace the specific training set. On the other hand,
all methods are still far from reaching the accuracy of human annotators’ judgment in such a
hard and sometimes subjective classification task.

An exception is given by AnnoBERT which equals human annotators in specificity, i.e. the
ratio of correctly detected non-misogynistic posts over the total non-misogynistic entries. We
have to specify, however, that the average metrics obtained by single annotators are not directly
comparable to those obtained by automatic annotation systems, as each annotator considered
only a portion of the test dataset (an average of 135 posts annotated by single annotators).

In Table 3 we report the mean and standard deviation of the classification metrics, averaged
over 5 independent runs, obtained with different prompt variations using Q1 as question, and
using a temperature of 1. The first experiment (Q1+C1) uses the soft answer conditioning



Table 2
Main results of our zero-shot prompt based experiments compared with supervised baseline methods
using human annotation process outcomes as a ground truth.

Supervised methods
Precision (mis.)  Recall (mis.) ~ F1(mis.)  Specificity (mis.) =~ Macro F1  Accuracy

BERT (unweighted) 0.67 0.30 0.42 - - 0.93
BERT (weighted) 0.38 0.50 0.43 0.93 0.69 0.89
CrowdLayer - 0.09 - 0.90 0.49 -
LEAM - 0.09 - 0.94 0.51 -
AnnoBERT - 0.37 - 0.97 0.69 -

Zero-shot GPT-3.5
Precision (mis.)  Recall (mis.) ~ F1(mis.)  Specificity (mis.)  Macro F1  Accuracy

Prompts ens. Q1 0.44 0.67 0.53 0.93 0.74 0.90
Prompts ens. Q2 0.47 0.63 0.54 0.94 0.75 0.91
Human annotator (mean) 0.69 0.83 0.71 0.97 0.84 0.93
Table 3
Results obtained with variations of the prompt using Q1 as question
Prompt Precision (mis.)  Recall(mis.)  F1 score(mis.) Accuracy Missing predictions K over 5 runs
Q1+C1 0.3440.01 0.7740.00 0.484+0.01 0.8640.00 0.1740.00 0.9640.010
Q1+C2 0.3940.00 0.7040.01 0.50+0.00 0.89+0.00 0.0440.00 0.98+0.003
Ctx+Q1+C1 0.414+0.01 0.654+0.02 0.504+0.01 0.8940.01 0.0740.01 0.8740.025
Ctx+Q1+C2 0.49+0.01 0.53+0.03 0.51£0.01 0.92+0.00 0.02+0.00 0.911+0.019
Prompts ens. Q1 0.4440.01 0.6740.01 0.534+0.01 0.9040.00 0.0440.00 0.9840.006

and already provides a F1 score over the Misogynistic class that is higher than the supervised
baselines (see Table 2). It also provides a relatively high recall (0.77) but a low Precision (0.34). A
problem with this prompt is, however, the high fraction (17%) of posts with a missing prediction,
where the LLM responses did not contain a clear Yes/No answer. Such a problem is mitigated
by the use of a stronger answer conditioning (Q1+C2). In this case the percentage of missing
predictions lowers to 4%, the F1 score registers a improvement of 0.2, while the recall drops
by 0.7. Including more context into the prompts provides some improvement with respect to
recall, at the cost of a lower recall. However,we can see that the Ctx+Q1+C2 prompt, preposing
additional context and using a stronger answer conditioning, provides a slightly higher F1 score
(0.51). A further improvement in the F1-score can be obtained by combining the responses
from the 4 different prompt variations (see Prompts ens. Q1 in Table 3). In our experiment,
we ensembled the predictions by means of a simple majority voting. In cases where there is a
equal number of predictions for the two classes we marked the post as "missing prediction". We
can see that in this case the F1 reaches 0.53, while the precision, recall, overall accuracy and
fraction of missing predictions are between the maximum and minimum provided by the single
prompts. Table 5 provides the full classification report relative to the Prompts ens. Q1 setting.
From Table 3 one can see that there is almost no variation of metrics over the 5 runs in
the case of Q1+C1 and Q1+C2 prompts, with a single exception of a 0.01 standard deviation
for the recall in the case of Q1+C2. On the other hand, the standard deviation is higher when
additional context is included (Ctx+Q1+C1I and Ctx+Q1+C2). This suggests that there is a higher



Table 4
Results obtained with differently phrased questions, postposing the C1 “soft" answer conditioning text.

Prompt  Precision (mis.)  Recall (mis.)  F1(mis.) score ~ Accuracy  Missing predictions

Q1+C1 0.34 0.77 0.48 0.86 0.17
Q2+C1 0.43 0.65 0.52 0.90 0.10
Q3+C1 0.35 0.75 0.48 0.87 0.07
Q4+C1 0.36 0.78 0.49 0.87 0.05
Q5+C1 0.37 0.74 0.49 0.87 0.12
Q6+C1 0.36 0.77 0.49 0.87 0.11
Q7+C1 0.34 0.81 0.48 0.86 0.05

Table 5
Detailed classification metrics of the prompt ensembles with prompt variations based on Q1 and Q2
questions. Results are averaged over 5 runs.

Q1 | Q2
Precision  Recall F1score Precision Recall F1 score
Non-Misogynistic 0.97 0.92 0.95 0.97 0.94 0.95
Misogynistic 0.44 0.67 0.53 0.47 0.63 0.54
accuracy 0.90 0.91
macro avg 0.70 0.80 0.74 0.72 0.78 0.75
weighted avg 0.93 0.90 0.91 0.93 0.91 0.92

variability in responses when the prompt include more details. To further investigate this
issue, we measure the average inter-annotator agreement between the distinct runs of the same
prompt, using the Cohen’s K coefficient. This provides an indication of the “stability" of the
classification of each post. The inter-annotator agreement matrices for the 4 prompts variations
are reported in Figure 1 a), b) ¢) d), while the mean and standard deviation of the inter-annotator
agreement of each prompt over 5 distinct runs is reported in the last column of Table 3. As one
can see, the introduction of additional context (Figure 1, panels (c) and d)) sensibly decreases
the inter-annotator agreement if compared to the prompts without additional context (Figure
1, panels (a) and b)), thus providing less stable results. On the other hand, the use of the C2
particle (Figure 1, panels (b) and d)), increases the stability. Overall, we can observe that the
responses are reasonably stable within the same prompt, as a value of the Cohen’s K greater
than 0.8 is generally considered to indicate almost perfect agreement. However, if we measure
inter-annotator agreements among the 4 different prompt variations using Q1 as question, we
notice that the Cohen’s K value significantly drops, as shown in Figure 1, panel e).

In Table 4 we report the results obtained with different phrasings of the question Q1, which
have been retrieved querying GPT-3.5 itself, as described in section 3.2 and reported in Table
1. It is evident that the classification metrics obtained vary sensibly depending on how the
question is formulated. In particular, Q2 reaches the highest F1-score and precision on the
Misogynistic class, while Q7 provides the higher recall. We notice that these two questions
are the only ones that do not contain the word “misogyny" or “misogynistic". Looking at
the inter-annotator agreement matrix (Figure 1) panel f), we can observe that the Cohen’s K
varies between 0.94 (almost perfect agreement) between Q5 and Q6, which are similar, and 0.74
(moderate agreement) between Q1 and Q2, where the phrasing of the question is very different.
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Q5

Finally, as done for Q1, we designed 4 prompt variations using the question Q2, that provided
the highest F1 score, and combined their predictions with a majority voting. Classification
results over the test set are reported in Table 5. If we compare such results with those reported
in Table 5, we observe an additional 0.1 increment in the F1 score and overall accuracy.

4.1. Qualitative results analysis
4.1.1. Missing predictions

In our experiments we reported a number of missing predictions. These can happen for different
reasons: a failure in mapping the response to “yes" or “no", or, in the case of ensemble prompts,
an equal number of positive and negative predictions. To further investigate this issue, we
manually analysed the comments causing missing predictions. In general, as expected, the LLM
seems to perform better on questions with more obvious labels, and worse on questions with
less obvious labels. In particular, missing prediction occurs frequently when there is insufficient
information in a comment to formalise an answer. Automatically categorizing text, like human
language, is dependent on the complex and minute contextual associations between words
and phrases. In these cases, GPT-3.5 often produces a hedged response of the form: “As an Al
language model, I cannot accurately determine the context of the post..." This happens in 1.5%
of the posts, always in a very short post categorised by annotators as non-misogynistic. Here
are few examples: “That wasnt a feminist - it was a misyognistic transwoman ”, “On a thread
about Billie Eillish body shaming”, “So true. Saw this in my own family.” Such posts mentioning



a lack of context, once detected, can be mapped to the non-misogynistic class (following the
annotation practice implemented in our test dataset), or even serve as suggestions for humans
to gain more context (e.g. looking at previous posts or authors activity) to come to a final
judgement. In other cases, e.g. “based and pinkpilled”, “Over for catcels”, GPT s answer stressed
how important it is to consider the intention and tone of the post, as well as the broader societal
and cultural context in which it was made, as in the following:

7[...] this post [...] lacks context and clarity. However, the term "catcels" may allude to the incel
community, which is known for promoting misogyny and hostility toward women.”

Other posts that are difficult to understand are those that promote gender stereotypes. In these
cases, the model frequently lacked the sensitivity required to label the comment as misogynistic.
The following comment: “Oh hell nah. Women of all races can be crazy, there are just some
cultural differences on the style of crazy”, is one example. According to the GPT-3.5 response, the
statement does not appear to be directly misogynistic, but it could be interpreted as stereotyping
women and perpetuating harmful cultural generalisations.

4.1.2. Controversial posts

We complement the analysis by looking at comments where there was a disagreement among
human annotators. The reasons behind disagreement can be various. The literature has fre-
quently noted how annotators’ sociodemographic characteristics, moral principles, and lived
experiences shape their interpretations. This is especially true when they must recognize online
abuse and hate speech [25]. For instance, Waseem and Hovy [26] found that feminist and
anti-racist activists frequently disagree with the annotations of hate speech made by crowd
workers.

In the dataset used in our experiments, subjective beliefs of the annotators are frequently
the source of disagreement. Few anecdotal examples are listed below: — T dont hate myself. I
hate everyone else (men and women)”; — “Imagine the police believed her given the current climate
over there. He would have been fucked over majorly. People like her disgust me. Trash."; — T swear
men can be heartless *obligatory not all. But I would overhear some guys being like damn shes
ugly but we banged. Cant be seen with her. Ehhh ". Around 10% of the post received contrasting
annotations from distinct annotators at the first round. Such proportion is smaller (6%) when the
post was finally marked as non misogynistic in the final round, but it increases up to 48% if we
consider the misogynistic posts. As expected, GPT struggles with these kinds of posts and often
fails to align with final human judgement: prediction accuracy of our models drops to 0.53 when
dealing with such controversial cases. However, this is mostly due to negative samples (accuracy
of 0.34), while the 80% of such controversial misogynistic samples are correctly detected.

5. Conclusions

In this paper, we presented the results of our experiments with GPT-3.5 in the hard task of
automatically detecting online misogyny. Our aim was to provide a first assessment of the
alignment with human annotators and of the stability of the predictions obtained via different
types of prompts. Our preliminary results suggest that the use of pre-trained large language
models, known to possibly generate content which reflects widespread prejudices, can, in turn,



support detection of misogynistic social media content. We also observed, however, that stability
of the annotations is sensibly dependent on the prompt phrasing and context. We hope this
study can be of help for further research towards understanding how emerging Al models can be
integrated with human efforts in countering online toxicity. Possible next research steps include
investigating the detection of specific types of misogyny (e.g. pejorative and derogation) as
well as challenging non-misogynistic content (e.g. counter-speech, use of irony). While in this
study we experimented with OpenAI’s GPT in pure zero-shot capabilities, different and possibly
open language models* need to be evaluated, and few-shot learning and instruction-tuning
techniques could be investigated to improve human alignment.
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