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Abstract
Ensemble methods have become increasingly popular in machine learning due to their ability to improve model performance and generalizability. In this paper, we introduce the Mapped Supervised Learning (MSL) paradigm, an ensemble approach designed for mapping-based subproblem decomposition scenarios. MSL enables the application of supervised learning algorithms to subproblems defined by mappings to finite sets of integers, which has been shown to improve performance on some datasets, as confirmed by statistical tests. Moreover, MSL can enhance the explanatory power of resulting models, particularly in scenarios with multiple independent subproblems where conventional models may lack sufficient abstraction capacity. The MSL paradigm represents a valuable addition to the ensemble methods toolkit and holds promise for improving the accuracy and interpretability of machine learning models in a variety of applications.
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1. Introduction
Ensemble methods have emerged as a powerful approach to machine learning, offering improved performance, robustness, and generalizability compared to traditional single-model approaches. Ensemble methods work by combining the predictions of multiple models, typically through some form of voting or averaging, with the aim of reducing bias and variance and improving accuracy. While ensemble methods have been shown to be effective in many applications, they also come with their own set of challenges, such as increased computational complexity, higher memory requirements, and potential overfitting [1].

Ensemble methods are widely used in machine learning to improve the performance of predictive models by combining the outputs of multiple base models, usually fit with the same training method. Two main families of ensemble methods are commonly distinguished based on their underlying principles: averaging and boosting.
Averaging methods aim to reduce the variance of a predictive model by building several base models independently and then combining their predictions. This approach reduces the risk of overfitting to the training data and improves the generalization performance of the model. A well-known example of averaging methods is bagging [2], which uses bootstrap samples to train multiple base models and combines their predictions by taking a simple average. Variations using other sampling methods exist as well [3]. Another example is the random forest algorithm, which builds an ensemble of decision trees by randomly selecting subsets of features and observations at each node split [4].

Boosting methods, on the other hand, aim to reduce the bias of a predictive model by building a sequence of base models that focus on the misclassified instances from the previous models. Boosting combines several weak models to produce a powerful ensemble, where each model contributes its expertise to the final prediction. A popular example of boosting is AdaBoost [5], which assigns higher weights to misclassified instances and trains a new base model on the updated weighted training set. Gradient tree boosting [6] is another example of boosting that uses gradient descent to minimize the residual error between the predicted and true values.

In addition to averaging and boosting, we propose a new ensemble method called the "mapping method". This method involves fitting a set of independent models with disjoint subsets of data using the same base learner. The mapping method decomposes complex problems into simpler sub-problems that can be solved independently, reducing the complexity of the problem and improving model accuracy. Our proposed method enables the use of different types of base learners and can be easily parallelized for efficient computation. We demonstrate the effectiveness of the mapping method on various machine learning applications in this paper.

The remainder of this paper is organized as follows: Section 2 provides a formal description of the proposed method. In Section 3, we present the results of a statistical evaluation of the method using multiple regression tasks for a dataset. Finally, in Section 4, we summarize our conclusions and discuss possible future directions for research.

2. Formal description

Supervised machine learning algorithms can be described, following [7], as an application $\mathcal{A}$ mapping a collection of instances of a set $\mathcal{X}$ with a label in a set $\mathcal{Y}$ into the a so called model, which is itself an application from $\mathcal{X}$ to $\mathcal{Y}$, chosen from a subset of applications $\mathcal{F}$ which are the candidate models. Formally:

$$\mathcal{A}: \bigcup_{m \in \mathbb{N}} (\mathcal{X} \times \mathcal{Y})^m \to \mathcal{F}. \tag{1}$$

Typically, these algorithms minimize a loss function, such as the quadratic loss $\mathcal{L}(f, (x, y)) = (f(x) - y)^2$, which is commonly used in one-dimensional real regression problems. However, the development of this work does not rely on the notion of loss, and the algorithms can be viewed solely as applications in the form of Equation 1.

To introduce the mapping ensemble approach, consider any surjective mapping into a finite set of rational numbers, $\phi : \mathcal{X} \to \{1, \ldots, n\}$. This decomposes the input space $\mathcal{X}$ into the $n$
disjoint subsets defined by the inverse application \( \phi^{-1} \), i.e., \( \{ X_i = \phi^{-1}(i) \, \forall i \in 1, \ldots, n \} \) such that \( \bigcup_{i=1}^{n} A_i = X \) and \( A_i \cap A_j \neq \emptyset \) if and only if \( i \neq j \).

The mapping ensemble approach is based on the previously described decomposition of the input space into disjoint subsets. This approach utilizes a set of independent models, all trained with the same base learner, with each model being trained on a different subset \( X_i \). Specifically, the mapping of an algorithm \( A \) using a map \( \phi \) is an application \( M_{A,\phi} \) defined as

\[
M_{A,\phi} ((x_i, y_i) \forall i \in 1 \ldots m) (x) = A ((x_i, y_i) \forall i : \phi(x_i) = \phi(x)) (x).
\]

It is important to note that the application defined in 2 follows the same form as the supervised learning algorithms described in 1. Therefore, the mapping ensemble approach can be seen as a supervised learning algorithm itself.

The choice of mapping function \( \phi \) is a hyperparameter that can be optimized using standard procedures [8, 9]. Some natural options include using bijections for categorical attributes and mapping real-valued attributes to the index of subintervals of a partition of their domain after scaling transformations.

In the case of a classification problem, an alternative algorithm \( B \) can be used to construct \( \phi \). The resulting mapping ensemble can be represented as \( M_{A,B} \), defined as:

\[
M_{A,B} ((x_i, y_i) \forall i \in 1 \ldots m) = M_{A,\psi \circ B ((x, y) \forall i \in 1 \ldots m)} ((x, y) \forall i \in 1 \ldots m),
\]

where \( \psi \) is an arbitrary bijection from the set of \( n \) classes to the first \( n \) integers.

For regression problems, a similar strategy can be applied by replacing \( \psi \) with a partition as described above.

### 3. Evaluation

To show that mapped supervised ensemble is able to improve the results of some learning algorithms, we will apply it to a simple set of problems built using the UCI Wine Data Set [10], which contains chemical analysis results for wines grown in the same Italian region by three different cultivators. This dataset includes 13 attributes, one of which is the class label, and the remaining 12 are quantitative measurements of constituents found in the wines. While the dataset is commonly used for initial testing of new classification models, we will use it for a different purpose. Specifically, we will treat the class label as a categorical attribute and create 12 separate regression tasks using the remaining attributes but one to predict the value of the one left out. Note these tasks can also be regarded as imputation-building tasks.

We have employed a set of commonly used supervised learning methods from the scikit-learn library [11] to study these tasks. The methods considered include linear regressions, support vector machines, \( k \)-nearest neighbors, decision trees, random forests, extra randomized trees, gradient boosting, and baseline regression. We used the default hyperparameter values available in v1.2.2 for all the methods.

The mapping \( \phi \) is defined as the projection of the first attribute (sometimes denoted as \( \Pi_1 \)), which is here the categorical attribute. We have chosen this simple mapping to study the scenario where a simple categorical attribute suggests splitting the dataset. Although more
complicated mappings could be used, including the use of other machine learning methods, for the purpose of this work, we will focus on this simpler scenario.

The performance of the models will be evaluated using $r^2$ to enable comparison across tasks. To determine whether the differences between the original model and the mapped model are statistically significant, we will use the 5x2cv paired $t$ test, which was proposed by Dietterich to address the limitations of traditional cross-validation or resampling tests [12]. This allows us to obtain measures of $r^2$ for both the original and mapped methods, and to calculate their difference $\Delta r^2$, along with a $p$-value that can be used to determine if such a difference is statistically significant.

Experiments where both the original model and the mapped model have an $r^2$ score less than 0.1 will be excluded from the analysis. This is because any model whose performance is not superior to the baseline model should be rejected in favor of the baseline model. Additionally, the failure to pass the statistical test could also be influenced by a lack of sufficient data. Therefore, we will report two types of analyses: one that includes all results and another that only includes statistically significant results.

Figure 1 displays the evaluation results, with Figure 1a presenting all the results (provided that at least one of the two $r^2$ scores is greater than 0.1, as explained earlier), and Figure 1b presenting only the statistically significant results ($p < 0.05$). As shown, the mapping is effective in improving the performance of simple models such as support vector machines and $k$-nearest neighbors, sometimes in a large amount in terms of $r^2$. These models have the added benefit of being easy to interpret and providing reasonable extrapolations, particularly in the case of linear models. Baseline models (which here always predict the mean value) also benefit from the mapping, demonstrating that when a clear option exists to split a dataset, the concept of a baseline model can be adapted accordingly.

However, tree-based models such as decision trees, extra randomized trees, and gradient boosting do not exhibit any improvement. This is unsurprising, as these algorithms naturally incorporate dataset splitting into their behavior. Nevertheless, these algorithms could be used as an alternative method to define a mapping, which we plan to explore in future work.
4. Conclusions

In this paper, we have introduced mapping supervised learning, an ensemble method with applications to supervised learning. Our proposed method was evaluated on multiple regression tasks using the UCI Wine Data Set and a simple mapping function defined by the original class label. Our findings indicate that the method can significantly improve the results of several regression methods, including support vector machines and \( k \)-nearest neighbors, as well as improving baseline models.

However, we have also observed that tree-based methods, which naturally incorporate the discovery of the simple mapping used here in their algorithms, do not significantly benefit from the application of the mapping ensemble technique. In future work, we plan to propose an alternative mapping construction technique that could improve the performance of tree-based models.

Moreover, we aim to further evaluate the supervised learning application of the mapping technique and explore its potential application to other paradigms of machine learning. Additionally, we intend to investigate the interpretability of the mapped models and how the mappings can be used to gain insights into the relationships between features and the target variable. We believe that the proposed mapping ensemble technique has significant potential for enhancing the performance and interpretability of supervised learning models.
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