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Abstract 
 

Medical personnel must utilize Clinical Decision Support Systems (CDSS) to enhance clinical 

decision-making, minimize mistakes, and improve patient outcomes. Accurately evaluating the 

performance of CDSS is essential to avouch their effectiveness and efficiency. We have reviewed the 

literature to provide insights into evaluating CDSS, along with the criteria that need to be assessed, 

such as accuracy, usability, and efficiency. Researchers are instructed to pick an acceptable technique 

depending on their research aims and the situation in which they will analyze Clinical decision 

support systems after considering potential obstacles and constraints within the procedure. By 

conducting these types of research projects, we will be able to improve the quality of the decision-

support systems and enhance their utility in clinical practice.  This article provides valuable intuition 

for researchers, healthcare professionals, and decision-makers seeking to evaluate the performance 

of CDSS in healthcare settings. 
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1. Introduction 

Computer programs to boost medical decision-making have long been anticipated by physicians with 

both curiosity and accuracy [1]. It has been widely recognized that evaluating clinical decision 

support systems is both a vital component of the larger area of medical computing and a challenging 

and diverse topic unto itself [2] and has been considered a must [3], hence, to ensure that the Clinical 

Decision Support Systems (CDSS) have been effective at improving patient care and safety, raising 

the standard of care, lowering healthcare costs, and boosting healthcare providers' productivity, 

evaluation is crucial [4]. In other words, evaluation is not only exploited to assess the effectiveness 

of a program but can also be applied to measure the program's evolution over time [5]. 

Now that it is obvious why the CDSS evaluation must be done, to guarantee the results' reliability 

and validity and allow for the generalizability of findings to different contexts, it is imperative to 

employ the proper evaluation methods [6][7]. These methods, analyses of their comparative 

effectiveness, and their use have gradually evolved in various studies [8]. According to the predefined 

aims, the CDSS evaluation can be carried out in two main aspects: usability evaluation and accuracy 

evaluation, although some other categories have been recommended. 

This paper mentions some of the principal methods to evaluate clinical decision support systems. 

These methods have been classified regarding the nature of the assessment and its purpose into two 

major categories: usability assessment and evaluating accuracy level. The fruitful methods included 

in each of the mentioned categories will be described. After getting familiar with the available 

methods, we will conclude.  Since this type of classification of the CDSS assessment has not been 

performed so far, this study can contribute to future research projects. 
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2. Evaluation of Clinical Decision Support systems 

Nowadays, the authors may be focusing on measurement considerations rather than reporting this in 

their study or using methods of unknown assessment [9] opting for the optimum methodology for 

evaluating CDSS is a critical point in investigating these systems properly and perfectly and in 

different dimensions. The main aspects which have been addressed in the studies include usability, 

accuracy level, reliability, and validity.  

  

  2.1. Usability methods 
Usability is the quality of a user's experience when interacting with products or systems, including 

websites, software, devices, or applications[3]. Some studies employ a single method and others 

combined methods to assess usability. In this article, both single and combined methods have been 

explained. 

2.1.1. Single-one methods 
  The main (single) methods to evaluate the usability facets have been addressed as the following: 

 
Think Aloud: A direct observational method of user testing where users are asked to think aloud 

while completing a task. Users are asked to say what they are looking at, thinking, doing, and feeling 

at any moment [10]. This technique is particularly useful for determining user expectations and 

identifying confusing aspects of the system [11]. 

 
Near live: During “Near Live” testing, participants can interact naturally with patient actors. Every 

participant demonstrates the same workflow regarding the order of events [12]. 

 

Heuristic evaluation: Nielsen and Molich [13] introduced a new method for evaluating user 

interfaces called heuristic evaluation. In this method, a small group of usability experts evaluates user 

interfaces against a set of guidelines, noting the severity and presence of each usability problem. 

Andrea et al. [14] applying this method, have reinforced the CARTIER-IA platform pertaining to 

incorporating medical data (both structured data and images) through actuating Artificial Intelligence 

algorithms. 

 
Cognitive walkthrough: The cognitive walkthrough is a usability inspection method that evaluates 

the design of a user interface for its ease of exploratory learning based on a cognitive model of 

learning and use [15]. 

 

Pluralistic usability walkthrough: The multidimensional usability walkthrough adapted the 

traditional usability walkthrough to include representative users, product developers, product team 

members, and usability experts in the process[16]. This is defined by her five characteristics: 

 Inclusion of representative users, product developers, and human factors professionals. 

 The application’s screens are presented in the same order as they appear to the user. 

 All participants are asked to assume the role of the user. 

 Participants write down what actions they, as users, would take for each screen before the 

group discusses the screens. 

 When discussing each screen, the representative users speak first. 

 
Formal usability inspections: A formal usability test reviews a user's potential task performance 

by an interface designer and their peers. As with multidimensional usability walkthroughs, this 



 

 

involves stepping through the user's tasks [8]. However, because the reviewers are made up of human 

factors experts, the review can be quicker, more thorough, and more technical than a 
multidimensional walkthrough. The aim is to identify the maximum number of errors in the interface 

as efficiently as possible. 
 

Quick and dirty usability testing: John Brooke [17] has claimed in his study that each tool or 

system's usability must be evaluated in terms of the context in which it is used and its suitability for 

that context. He explained that, generally, it is impossible to characterize a system's usability without 

first identifying its intended users, the tasks they will carry out with it, and the features of the physical, 

organizational, and social environments in which they will use it. He has explained that SUS is a 

Likert scale. It is usually assumed that a Likert scale is just a type of forced-choice question, where 

the responder is asked a statement and is then asked to rate how much they agree or disagree with it 

on a scale of 5 (or 7). He has suggested a questionnaire including 10 questions to measure the system 

usability scale. In this method, the SUS score will be calculated as follows: first, sum the score 

contributions from each item. Each item's score contribution will range from 0 to 4. For items 1,3,5,7 

and 9, the score contribution is the scale position minus 1. For items 2,4,6,8 and 10, the contribution 

is 5 minus the scale position. Multiply the sum of the scores by 2.5 to obtain the overall value of SU. 

SUS scores have a range of 0 to 100. 

 
   2.1.2. Multimodal Methods 
Based on the research necessities, several methods have been formed to assess the system´s usability 

in various dimensions and in a stricter manner. In this section we have addressed two multimodal 

ones:  

 Development and design approaches (mixed methods): In this paper conducted by Horsky et 

al.[18] has been addressed with a set of useful suggestions and references to resources that may be 

utilized to guide the development of Clinical Decision Support Systems, to achieve the best possible 

human-computer interaction properties. They have claimed that the optimal design approaches for 

CDSS developers comprise iterative development, user-centered design, collaborative design teams, 

usability inspection, clinician interviews, log analysis, and cognitive walkthrough, as the principal 

components. 
Since in this study, several aspects have been pointed out to evaluate the CDSS, it is considered a 

mixed method. 

 
 Integrating think-aloud and near-live: In [19] has been innovated a usability method through 

integrating two other methods, including “near-live” and “think-aloud,” which have been discussed 

above. In this study, the two phases of evaluation have been explained before establishing the 

deployment of the integrated clinical prediction rules and clinical decision support. Phase I involved 

usability testing associated with “think-aloud” protocol analysis to evaluate human–computer 

interaction as the healthcare providers performed specific tasks for invoking the CDSS [20], [21]. 

Phase II involved a “near-live” clinical simulation in assessing how stakeholders interact with the 

CDSS while interviewing a simulated patient [22]. They have demonstrated that both types of testing 

offer various insightful perspectives essential for the successful development and integration of CDSS 

in Electronic Health Records. 

 
2.2. Accuracy level methods 
Another perspective that can be investigated in CDSS is the accuracy and reliability level. By assisting 

with tasks like diagnosis, decision-making, and ordering tests and treatments, accurate CDSS may 

cut down on wasteful spending and boost the standard of care. They serve as a (basic) support system, 

but experts continue to have the final say in all decisions [23]–[25].  



 

 

 

  Statistical analysis for happened errors: In [26] Chantal et al. proposed a statistical method to 

compare the error cases that have taken place to calculate a risk score manually and by CDSS. In this 

research, a retrospective analysis was exploited to determine the degree of correlation for the score 

criteria: hypertension, diabetes, thromboembolic disorders (cerebrovascular accident, transient 

ischemic attack, long embolus, and deep venous thrombosis), heart failure, symptomatic 

arteriosclerosis in the legs and symptomatic coronary disease. In this study, A Bland-Altman plot and 

regression analysis has been used to visualize the agreement between two different interventions 

(automated CDSS, which is called aCDSS, and manual CDSS, which is called mCDSS). This study 

demonstrated that calculations performed by an aCDSS might be more accurate and time efficient 

than a manual calculation. 

 

Positive and Negative predictive value: In this method, some of the monitoring and critical values 

have been defined to calculate accuracy, sensitivity, and specificity and to review other screening 

performance characteristics, including positive and negative predictive values (PPV and NPV). PPV 

and NPV are true positive and negative results of a diagnostic test, respectively [27]. In other words, 

in a certain diagnosis process by the test, predictive values explain how probable it is for the diagnosis 

to be correct. Safari et al. [28] have managed a study and defined some expressions to clarify the 

accuracy measurement as the following:  

 True positive (TP)= the number of cases correctly identified as patient 

 False positive (FP) = the number of cases incorrectly identified as patient  

 True negative (TN) = the number of cases correctly identified as healthy 

 False negative (FN) =the number of cases incorrectly identified as healthy 

Altman and Bland [29] proved that positive predictive value is the proportion of cases giving positive 

test results which are already patients. They have expressed that it is the ratio of patients truly 

diagnosed as positive to all those with positive test results (including healthy subjects who were 

incorrectly diagnosed as patients). These criteria will be able to predict how likely it is for a person 

to truly be patient in case of a positive test result and has been formulated in this study as below: 

 

Positive predictive value (PPV)= 
𝑇𝑃

𝑇𝑃+𝐹𝑃
                   Negative predictive value (NPV)= 

𝑇𝑁

𝑇𝑁+𝐹𝑁
 

 
Robert Trevethan [30], in another article, has determined the mentioned criteria but with to some 

extent different expressions. He has utilized the expressions “sensitivity” and “specificity” and 

explained them: 

Sensitivity: The sensitivity of a screening test will be described in various manners, often such as 

sensitivity being the ability of a screening test to detect a true positive, being based on the true positive 

rate, reflecting a test’s ability to correctly identify all persons who have a circumstance, or, if 100%, 

identifying all persons with a condition of interest by those people testing positive on the test. 

 

Specificity: The specificity of a test is defined in a variety of manners, usually such as specificity 

being the ability of a screening test to detect a true negative, being based on the true negative rate, 

correctly identifying the persons who do not have a circumstance or, if 100%, identifying all patients 

who do not have the condition. 

 

Robert Trevethan has concluded that Sensitivity and specificity must be emphasized as having 

different origins, and purposes, from PPVs and NPVs. All four metrics should be considered 

substantial when explaining and evaluating a screening test’s adequacy and usefulness.  

 



 

 

Comparison with Golden Standard: This method defines a golden standard for a specific test to 

compare other automated medical functionalities with the ideal one. In other words, an expert-

prepared "gold standard" for making diagnoses was verified in an earlier investigation [31]. The 

mentioned manner has been exploited in the research project by Helena et al [32]. 

Indeed, this study was Cross-sectional descriptive with a quantitative approach. In this investigation, 

The Wilcoxon nonparametric test was employed to compare two paired samples and is considered 

the number of differences (between the gold standard and the data extracted). 

These kinds of methods need to be ascertained as a golden standard by the experts obsessively and 

precisely otherwise, the evaluation proceeds and its result will not be reliable. 

  

3. Discussion and Conclusion 

It can be claimed that assessing Clinical Decision Support Systems is a crucial undertaking that 

necessitates careful consideration of the most effective assessment techniques. Usability and accuracy 

assessment, the two main components of CDSS evaluation included in this study, are essential for 

assuring the successful application of CDSSs in healthcare settings, and experts in this field must 

carefully consider and choose assessment techniques that are appropriate for the CDSS being 

assessed. In other words, if CDSSs are assessed successfully, will lead to widespread acceptance and 

improved patient outcomes. These kinds of studies, by collecting various evaluation methods, 

categorizing, and comparing their exclusive attributes, will help the assessors to opt for the most 

optimized option according to the circumstances and limitations of the study. 
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