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Abstract  
Manually collecting and measuring garment data can be a complex and time-consuming 

process, including garment classification, which can be a difficult task even for humans. 

Computer vision algorithms can be trained to classify clothes by analysing large amounts of 

data and identifying patterns and features specific to each class. A 3-level hierarchical garment 

classification model has been proposed in the paper, which classifies garments into 3, 8 and 21 

classes. The model has been tested with three deep learning architectures LeNet5, AlexNet and  

sequential CNN model.  The results obtained show that the hierarchical approach has the 

greatest advantage when classifying garments into three and eight classes, and allows an 

improvement of up to 28%. 
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1. Introduction 

 

The garment industry is a significant sector of the retail market, encompassing both new and second-

hand clothing sales. According to industry estimates, the global apparel market was valued at over $1.53 

trillion in 2022 and is expected to continue to grow in the coming years. In addition to new clothing 

sales, the second-hand clothing market has been rapidly expanding in recent years, driven by consumer 

demand for sustainable and affordable fashion option. There has been a significant growth in online 

platforms that sell second-hand clothes, such as Poshmark, ThredUP, Depop, and Vestiaire Collective, 

and others. 

Manual collection and measurement of garment data can be a time-consuming and complicated 

process, particularly for large volumes of garments. Measuring each garment individually for size, 

color, material, and other attributes can be a tedious and error-prone task that requires significant time 

and resources.  The rise of online platforms for second-hand clothes has also created new opportunities 

for using machine learning and artificial intelligence technologies in the garment industry. For example, 

computer vision algorithms can be used to automatically classify and tag second-hand garments based 

on their style, brand, and other attributes. This can help to improve the accuracy and efficiency of the 

online marketplace and provide a better experience for buyers and sellers alike.  

However, classifying garments can be more challenging than identifying simple attributes like color 

or size, as there are many factors to consider such as style, fabric type, and etc.  Additionally, the number 

of relevant classes for garment classification can vary depending on the context and purpose of the 

classification [21], [24], [25]. 

While classifying clothes can be a difficult task, even for humans, machine learning algorithms can 

be trained to identify patterns and features that may be overlooked or difficult for a human to 

distinguish. For example, a machine learning algorithm can analyze thousands of images of clothes and 

learn to recognize common patterns and features that are unique to each clothing category [1], [2]. 

However, it is important to note that the results of machine learning algorithms are highly data-
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dependent. It is therefore essential to have a reliable training dataset and to continuously test and 

improve the algorithm to ensure its accuracy and efficiency. It has been observed that the classification 

of garments into 10 or more categories can indeed be complex and there is certainly room for 

improvement. Therefore, a hierarchical classification approach based on deep learning, which 

decomposes the classification process into several depth classification steps, may be beneficial for 

better classification accuracy. 

Hierarchical classification is a method of organizing and classifying objects or data into a hierarchy, 

based on their relationships and similarities. Hierarchical machine-learning based approach that 

involves decomposing the classification process into multiple stages [5],[16]. This can be particularly 

useful for handling complex and variable data, such as images of garments with a wide range of features 

and variations. By breaking the classification process down into multiple stages, it may be possible to 

achieve higher levels of accuracy and efficiency [6], [17]. 

There are several different hierarchical approaches and techniques that can be used for image 

classification, including traditional machine learning methods and convolutional neural networks 

(CNNs). In hierarchical multi-label classification, each level of the hierarchy is represented by a local 

neural network, which is trained to classify the data into a specific set of labels [7]. The local neural 

networks at each level of the hierarchy are connected, and the output of one level is the input of the 

next. This allows the classification process to be decomposed into several steps, allowing the model to 

handle complex relationships between labels and increase accuracy [8]. 

One advantage of hierarchical classification is that it allows for a more intuitive and natural way of 

organizing and understanding data. By grouping similar objects or concepts together and nesting them 

within broader categories, it can be easier to understand the relationships and connections between 

different pieces of information. Another advantage of hierarchical classification is that it allows for a 

more flexible and dynamic approach to categorization. By organizing data into a hierarchy, it can be 

easier to locate and access specific pieces of information, as the search can be narrowed down to 

increasingly specific levels of the hierarchy [9],[10].  

2. Related works 

Garment images can have complex textures, patterns, and colors, which can make it difficult for 

humans to determine their class or category. However, artificial intelligence (AI) can be trained to 

classify garment images accurately and efficiently. The most commonly used dataset for garment 

classification is Fashion MINST [4], and  many experiments have been carried out to find AI-based 

models with high accuracy [3].  Moreover, the use of deep learning models, has revolutionized the field 

of garment classification and has opened up new possibilities for automation in the fashion industry 

[14],[15]. One of these models is VGG19 is a deep neural network that has 19 layers, including 16 

convolutional layers and 3 fully connected layers. It is a powerful model that has achieved high accuracy 

on various computer vision tasks, including image classification. [11]. Several experiments have been 

performed using the VGG19 model on the Fashion-MNIST dataset for garment classification. The 

model has shown promising results, with high accuracy in identifying different classes of clothing 

items, including classification tasks based on garment type [12] or  pattern [13]. 

More simple convolutional neural network (CNN) architectures like AlexNet and LeNet can also 

achieve high accuracy results for garment classification [21]. The AlexNet model [18] trained on the 

Fashion-MNIST dataset with 9 garment classes achieved an accuracy of 92%, but the accuracy could 

vary depending on the specific implementation and training process  [19] therefore can vary from 90 to 

93%. LeNet-5 has been widely used as a benchmark model in the field of computer vision and can 

achieve an F1-score accuracy of 98% when classifying garments into 10 categories [2]. Other 

approaches, such as using a CNN with SVM or SVM+HOG or shallow convolutional neural networks, 

also showed good performance with accuracies ranging from 86.53% - 94.04% [17], [18]. The 

improved HSR-FCN can be used for garment classification tasks, achieving high accuracy results in a 

shorter training time by learning from deformed garment images, and the average accuracy of the 

original network model R-FCN increases by about 3% to 96.69% [22]. In this paper , the authors, 

inspired by mask R-CNN (for segmentation) and YoloV2 for faster object detection, proposed models 

for detecting the location of an object with the probability of a class, and deforming the contour of the 



initial boundary marker according to the shape of an object [23]. The experimental results of 11-class 

classification task show that such model performs better on the Deepfashion2 dataset (mAP 86.86%) 

compared to other recent deep learning models. 

3. Methodology 

Two datasets were used in this study: (1) a set of 890 manually labeled photos of clothes, all of 

which are on a hanger or mannequin; (2) Fashion MNIST - a popular dataset used for training and 

testing machine learning models in the field of computer vision. It consists of a collection of 70,000 

grayscale images of size 28x28 pixels, which are divided into 60,000 training images and 10,000 testing 

images [4].  

Our hierarchical classification methodology involves three levels of classification process, starting 

with the three most distinguishable groups at the highest hierarchy level (first), then dividing them into 

8 smaller categories, and then further dividing the categories at second hierarchy level into 21 categories. 

At the first level, there are three main classes: “Top”, “Bottom” and “Full wear”. Each class is subdivided 

into more specific classes, i.e. “Top” is subdivided into “Shirts”, “Blouses” and “Sweaters”.   The 

categories of second level are divided into very specific subsets of garments, which are likely to be the 

most mixable because the garments are very similar (e.g. class “Shirts” is divided into “Shirts-U-Neck”, 

“Shirts-V-Neck” and „High neck“) (see Figure 1). 

 

 
Figure 1: 3 –level hierarchical garment classification approach  

Each category was manually selected, therefore the size of each category varies. In total there are 21 

categories and 2012 images of garment in general that are used to train models which predict categories 

Figure 2. This hierarchical classification system allows us to accurately and efficiently classify a wide 

variety of items or data into groups based on their characteristics, with increasing levels of detail and 

specificity as we move down the hierarchy.  

 

Figure 2: Distribution of testing dataset among 21 categories 
 



Different deep learning acrchitectures have been used for experimentation: LeNet-5 [20], AlexNet 

[18]  and simple sequential CNN model. LeNet-5 has Conv2D layer, which applies a 3x3 filter to the 

input image and applies a ReLU activation function to the output.  AlexNet consists of eight layers, 

including five convolutional layers, two fully connected layers, and one softmax output layer. Both 

models are trained using a sparse categorical cross entropy loss function and the Adam optimization 

algorithm, and the accuracy metric is used to evaluate the model's performance.  CNN  is created using 

the Sequential model type from the Keras library in Python, which allows us to add layers to the model 

in a linear stack. The model starts with a Conv2D layer, which applies a set of filters to the input image 

and applies a ReLU activation function to the output. The output is then passed through a MaxPool2D 

layer, which reduces the size of the feature map by taking the maximum value of a group of adjacent 

pixels. The output of the pooling layer is then flattened and passed through a fully connected layer, which 

consists of several units or neurons that are connected to all the input units and can perform classification 

or regression tasks. The output of the fully connected layer is passed through a final layer with a softmax 

activation function, which outputs a probability distribution over the possible classes. The model is then 

compiled using a sparse categorical cross entropy loss function, the Adam optimization algorithm, and 

the accuracy metric. The model can then be used for image classification tasks by passing in an input 

image and using the model's predict method to obtain the class probabilities. 

4. Experimental results 

In the initial experiments, all three models were trained with grayscale and RGB images, but it was 

observed that the models trained with the grayscale clothing images classify significantly worse and 

achieve a printability of 85% at the first level of the hierarchy, which is about 14% worse than with the 

RGB images. When split into 8 classes, the accuracy drops to 59-68%, while when split into 21 classes, 

the accuracy barely reaches 25-33%. Therefore, further experiments and results are presented for all 

models trained with RGB clothing images. For comparative analysis of the results, both hierarchical 

(namely, LeNet5_H, CNN_H, AlexNet_H) and non-hierarchical models (namely, LeNet5_NH, 

CNN_NH and AlexNet_NH). The table below (see Table 1) shows the results of the classification into 

the three clothing classes – “Top”, “Bottom” and “Full wear”. As we can see, the results are very similar 

and the advantage of the hierarchical model is most pronounced only in the case of the AlexNet model, 

where we can see that the average accuracy of the AlexNet_NH model is 58.77%, while the average 

accuracy of the hierarchical model - AexNet_H, is 99.09% 

Table 1. 3-class classification accuracy results of different models 

 1*Top 2*Bottom 3*Full wear Average 

LeNet5_H 0.991 0.997 0.990 0.9926 

LenNet5_NH 0.989 1.000 0.987 0.9920 

CNN_H 0.976 0.988 0.976 0.9801 

CNN_NH 0.968 0.984 0.980 0.9772 

AlexNet_H 0.986 0.997 0.990 0.9909 

AlexNet_NH 0.443 0.698 0.622 0.5877 

 
Classifying into 8 classes, we see that the hierarchical model achieves better accuracy than the 

simple model, with 7.5% higher accuracy for LeNet5, 10.1% for CNN and 28.7% for AlexNet models 

(See Table 2).  Sweaters were the worst classified with 59.8% accuracy, followed by Shirts (64.1%) 

and Blouses (73.7%). All models had the best classification of the pants, resulting in an accuracy of 

9.16%. 

 
Table 2. 8-class classification accuracy results of different models 

 
 1*Shirts 1*Blouses 1*Sweater 2*Skirts 2*Pants 3*Blazers 3*Dress 3*Coats Average 

LeNet5_H 0.643 0.216 0.980 0.592 0.975 0.929 0.988 1.000 0.790 

LenNet5_NH 0.500 0.820 0.380 0.900 1.000 0.710 0.820 0.590 0.715 



CNN_H 0.768 0.796 0.551 0.714 0.631 0.917 0.840 1.000 0.777 

CNN_NH 0.460 0.740 0.370 0.866 0.910 0.630 0.840 0.590 0.675 

AlexNet_H 0.985 0.998 0.997 1.000 1.000 0.989 0.973 0.997 0.992 

AlexNet_NH 0.490 0.850 0.310 0.980 0.980 0.740 0.792 0.500 0.705 

 

 

The results of the classification of garments into 21 classes are shown below, including examples in 

the confusion matrices (Figure 3 - Figure 5), in order to analyze which garments are difficult to 

distinguish. The average accuracy for all classes are provided in the Table 3. When classifying into 21 

classes, the hierarchical model classifies worse in the case of LeNet5 and AlexNet, and the superiority 

of the hierarchical model is only visible in the case of CNN. The results obtained for LeNet5_H show 

that the accuracy is 16.24% lower than LeNet5_NH, while the accuracy of AlexNet_H is 14.8% lower 

than AlexNet_NH. The CNN_H model is 7.57% more accurate than CNN_NH. It can be noted that the 

classification accuracy is relatively low and the best value of 47% is achieved with the LeNet5_NH 

model 

 

Table 3. 21-class classification accuracy results of different models 
 

Model LeNet5_H LenNet5_NH CNN_H CNN_NH AlexNet_H AlexNet_NH 

Accuracy 0.307 0.470 0.3414 0.265 0.297 0.445 

 

From the confusion matrices, we see that the subclasses "Shirts" and "Pants" are the most confused, 

and due to the small amount of data, some subclasses do not contain any data at all (e.g. "Coat:Long", 

see Figure 4, Figure 5). Dresses are also often classified as coats, and it is not uncommon to observe 

that no long-sleeved dress has been classified correctly (zero value in the confusion matrix). 

 

  
a) LeNet5_H model b) LeNet5_NH 

 

Figure 3: Heatmap of confusion matrix for LeNet-5 models 
 



  
a) CNN_H model b) CNN_NH model 

Figure 4: Heatmap of confusion matrix for CNN 
 

 
 

a) AlexNet_H b) AlexNet_NH 

 

Figure 5: Heatmap of confusion matrix for AlexNet 

5. Conclusion 

A 3-level hierarchical garment classification model has been proposed in the paper, which classifies 

garments into 3, 8 and 21 classes. The model has been tested with three deep learning architectures 

LeNet5, AlexNet and  sequential CNN model. From the results obtained, it is observed that the advantage 

of the hierarchical model is highest when classifying garments into eight categories and allows to 



increase the average accuracy up to 28% in the case of the AlexNet model. When classifying into the 

three main classes - Top, Bottom and Full wear - the hierarchical model is only marginally more accurate 

for LeNet5 and CNN, with accuracies above 99% for all models. For the AlexNet model, the hierarchical 

model is significantly more accurate due to the low accuracy of the AlexNet_NH model, which is only 

58.77%. The hierarchical model was found to be model-dependent in the classification of the 21 classes 

and 2 out of the 3 models were found to be less accurate and hence hierarchical subdividing is not 

appropriate for the LeNet5 and CNN architectures used in the research. From the confusion matrices, we 

can see that this low accuracy is due to several reasons: 1) the small sample size, which is very 

unbalanced; 2) the relatively high degree of intermixing between the subclasses of shirts, long and short 

coats as well as pants.  

 

6. Discussion 

The study has provided many insights and ideas for further work to improve the hierarchical job 

classification model. In particular, different garment classification methodologies can be tested, 

involving different numbers of hierarchy levels. Another important aspect is that we can use different 

deep learning architectures at different hierarchical levels to select the most accurate. This approach 

could combine the strengths of each model to create a more robust and accurate overall system. 

Therefore, further research could be done by relabeling the dataset used in the study. This could involve 

using a different classification system or adding more detailed labels to the existing data. This would 

provide a more fine-grained understanding of the data and enable the use of more specialized models. 

This could lead to improved performance and a greater understanding of the underlying patterns in the 

data. Additionally, relabeling the dataset could enable the use of more advanced techniques such as 

transfer learning and fine-tuning of pre-trained models, which could further improve the accuracy of the 

garment classification system. 

It would also be appropriate to include other more sophisticated architectures (such as Yolo) in the 

study, but architectures such as ResNet50 and VGG-19, which were included in the first tests, did not 

work well. In particular, the accuracy was lower than LeNet5 and the training took significantly longer. 

The VGG-19 model took more than 6 hours to train and was 88% accurate in classifying garments into 

three classes 
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