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Abstract

The term “filter bubble” refers to a phenomenon in which a social media recommendation system fails to offer diverse or novel content, and instead offers content that reinforces particular belief systems. Filter bubbles are considered harmful because of their potential polarizing effects in society and their role in the spread of false information online. In this paper, we propose a solution to counteract the effects of filter bubbles by providing users with the option to switch content feeds with their least similar user’s feed. This is achieved by substituting the correlation coefficient used in collaborative filtering recommendation systems. A social media network simulation and accompanying questionnaire were used to test the viability of the solution. It was found to be viable in a simulated environment because it increased the users’ self-reported bias perception, without adversely impacting user engagement metrics, after switching with their least similar user’s feed. While a viable proof of concept in a simulated environment, the solution must be tested within a naturalistic setting with more participants in order to determine its real-world viability.
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1. Introduction

Social media is an important tool for information dissemination and plays a significant role in shaping users’ cognitive map of the world [1]. Recommendation systems are employed by social media networks (SMN) to provide relevant information to users. These systems optimize the scope of interest of a user through various metrics [2]. SMNs gather behavioral data to personalize recommendations, thereby enhancing the relevance and novelty of the content [2, 3, 4, 5, 6]. However, a phenomenon known as the filter bubble can occur when personalized recommendations become more relevant, less novel, and more filtered, leading to exposure to ideologically homogeneous content.

Social media platforms connect one third of the world’s population and are a prime source of information for users [7, 8]. Thus, the content on a user’s Facebook, Twitter, Instagram, and TikTok feed has immense political and social influence [9]. Social media has contributed to social change in countries like the United States, Canada, Iran, Pakistan, China, Egypt, Malaysia,
and more [10]. It has played a crucial role in election campaigns, as seen in the 2008 American presidential elections and the 2009 Iranian presidential elections [10]. Social media has also enabled the spread of health misinformation [11, 12], pro-eating disorder narratives [13], anti-quarantine [14] and anti-vaccine movements [15, 16], hoaxes, propaganda, and disinformation in various contexts, including the 2018 Zimbabwe elections [17]. Filter bubbles have also been associated with the growth of many populist political movements, such as Brexit, Trump, and Bolsonaro [18].

The real-world impact of overly filtered content makes it important to counteract filter bubbles. Core human values are threatened if the polarization of political discourse escalates into violence or if exposure to health mis/disinformation leads people to engage in hazardous behavior, and while a direct causal relationship between the filter bubble phenomenon and outcomes such as these may be difficult to establish, from a utilitarian perspective filter bubbles should be counteracted if they are deemed likely to contribute to harm and if any negative consequences of the methods of counteraction are relatively mild. Besides avoiding harmful outcomes, there is also an opportunity to achieve beneficial outcomes by helping people expand their horizons in terms of content they enjoy, so counteracting filter bubbles is aligned with both beneficence and non-maleficence, arguably the two most important principles in technology ethics. Furthermore, exposing the existence and effects of filter bubbles to social media users can be viewed as promoting transparency, a key principle in the ethics of artificial intelligence.

This paper proposes a counteractive feature that targets filter bubbles and aims to expand users’ cognitive maps by exposing them to the social media feeds of their least similar user. The proposed solution intends to achieve this goal without sacrificing user engagement. To test this concept, a simulated social media network utilizing a session-based collaborative recommendation system was developed. The system retrieves batches of recommendations by calculating user correlation scores and retrieving the most liked unseen posts of the most similar user. When the swap button is pressed, the same calculation occurs but with the least similar user instead.

Each post was colour-coded as either cool or warm. The simulation was tested by having ten participants choose an initial bias towards warm or cool tones. They were then immersed in a social media feed that was heavily biased towards their chosen colour tone, and then prompted to use the simulation as if they were browsing a real SMN. They could browse posts, read comments, and like posts. Before and after swapping feeds with their least similar user, they were given a series of questions to gauge their self-reported perception of how biased comments were in favour of or against different colour tones.

User engagement was not adversely affected by the swap. Both passive and active engagement metrics showed similar or increased engagement across user activity. The users’ self-reported bias perception was impacted by the swap: they were more aware of bias, and when presented with a nominal scale to rate the level of bias perceived, they were more likely to choose nuanced answers following the swap than before. These results demonstrate the viability of the proposed solution as a proof of concept, but further research is needed in order to explore its viability in the real world.

The remainder of this paper is structured as follows: Section 2 discusses essential background and reviews related work. Section 3 describes the proposed solution and the protocol of the experiment by which it was tested. Section 4 presents the results of the experiment. Section 5
discusses the significance of the results as well as directions for future work. Section 6 concludes the paper.

2. Background and Related Work

2.1. Filter Bubbles

The term filter bubble was first coined by Eli Pariser and popularized in [19]. It refers to a unique information universe online wherein a user is predominantly exposed to ideologically similar content [1, 2, 3, 5, 20, 21, 22, 23, 24, 25, 26]. Each information universe is unique, as different users have different preferences and therefore the filter bubble will differ in appearance from user to user [6, 18, 27]. It should be noted that some academic studies reject the existence of filter bubbles; according to [28], individual preferences rather than algorithms determine users’ exposure to “attitude challenging content” on Facebook. This suggests that users may choose to avoid content that conflicts with their beliefs, rather than algorithms being the primary cause of homogeneous content. Given the unknown influence of algorithms versus individual choice, this paper aims to minimize the potential impact of algorithms on individual choice.

Filter bubbles can be defined as a lack of information diversity. By exposing the user to more diverse content, and thus expanding that information diversity, the hypothesis is that their information universe will expand as well. In order to fully correct and counteract misinformation without backfiring, collaboration between computer scientists, psychologists, medical professionals, social scientists, and other professionals may be necessary [15]. Several attempts have been made across the years to both diagnose and counteract filter bubbles. In [23], a fairness criterion is proposed to determine whether inter-group links are represented in a link prediction algorithm output, as a means of determining whether group diversity is high or low, and thus diagnosing a potential filter bubble.

One proposed idea for counteracting filter bubbles is to maximize serendipity [2, 3], which can be defined as a mix of diversity, novelty, and relevance for recommended items, while not being heavily weighted towards any one or two of the three dimensions [3]. Another potential solution is increased awareness, which would involve designing new tools and techniques to encourage users to search for more diverse content; the solution proposed in this paper falls into this category. In [2], the use of visualizations was proposed to show users the categories of content they consume, and it was found that users had a better understanding of filtering through doing this.

2.2. Social Media Networks and Recommendation Systems

A key dimension to any research into social media and recommendation systems is the concept of engagement [7, 29]. In the real world, any change to a social media recommendation system is evaluated based on how well it achieves the goals of the SMN, and user engagement is a key goal [30]. User engagement keeps users on the site and using the service. For example, the measure of success of a YouTube algorithm is keeping the user on the site by having them watch an additional video after one video has finished [24]. Social media engagement comes in two forms: implicit and explicit feedback. Explicit feedback involves users reporting their interests,
such as by liking or commenting, whereas implicit feedback is obtained from observing user behaviour, represented by metrics such as dwell time, returns to a site, etc. [31].

Another way to define user engagement is to distinguish between passive and active engagement. Passive engagement is also called lurking, and is measured through delayed metrics such as the amount of time spent on posts and reading comments and the depth of post-viewing. Active engagement, in contrast, involves active participation, such as clicks, likes and comments [8, 32]. Traditionally, recommendation systems have been optimized for instant metrics, such as clicks, but more recently delayed metrics have also begun to be favoured [4]. Both active and passive engagement, as well as instant and delayed metrics are used to determine user engagement in this paper.

Recommendation systems take user feedback as input and provide a list of top N items the user is most likely to engage with using a variety of recommendation system techniques [33, 34, 35]. Widely used techniques include content-based filtering, collaborative filtering and hybrid filtering [35]. The system implemented for this paper uses collaborative filtering, which stems from leveraging collaborative behaviours of like-minded users to predict the behaviour of target users [33, 36, 37, 38].

As a user explores posts on an SMN, they form impressions and judgements regarding the content of those posts [39]. Comments on the posts can influence those judgements. One study found that when users read positive comments towards a company, their overall evaluation of that company was more positive. Conversely, one negative comment affected the company’s reputation negatively [40]. In the experiment discussed in the following sections, comments are utilized as a means of revealing bias to users.

3. Implementation and Experiment Protocol

To explore the potential of feed swapping for counteracting filter bubbles, we devised a user study comprised of two parts: a SMN filter bubble simulation including a feed swap function, and an accompanying questionnaire. The SMN simulation was developed using a Tkinter GUI, which displayed to the user, one by one, posts consisting of an image and a comment section. 200 images were generated for the posts using four online AI image generation tools: NightCafe, HotPot, Replicate, and Wombo. Wombo was used for the majority of image generations, as it was able to generate a high number of posts with different art styles, adding more variety to the content.

The generated posts were separated into two categories: 100 warm-toned posts and 100 cool-toned posts. A post was considered warm-toned if its RGBA red tones were double the value of the blue and green tones combined. A post was considered cool-toned if the RGBA blue tones were double the value of the red and green tones combined. These posts were then separated into two categories again, negative and positive, thus resulting in 50 positive warm-toned posts, 50 positive cool-toned posts, 50 negative warm-toned posts, and 50 negative cool-toned posts.

The polarity of the posts was determined through the comment section attached to each post. For this purpose, ChatGPT was used to generate hundreds of positive and negative comments. In order to perceive bias, language must be used that can be detected as biased
in one direction or another. ChatGPT was considered suitable for the task, since it is able to generate “grammatically flawless and seemingly-human replies to different types of questions and prompts” [41]. To eliminate ambiguity, negative posts had 100% negative comments, and positive posts had 100% positive comments.

There were 10 participants in the study, of whom 6 were aged 25+ and 4 were between the ages of 18 and 24. Before the start of the simulation, each user chose whether they preferred warm or cool tones. A simulated filter bubble was then created for the user by generating posts that were positive towards their preferred tone and negative towards their non-preferred tone. The posts were generated by calculating the most similar users to the current user and then choosing posts that they liked which the current user had not yet seen. These similar users were 40 simulated users with randomly generated likes matrices that were weighted towards a warm or cool bias.

The user could interact with the system by liking posts, checking comments and moving to next posts; additionally, they had the option to click on a feed swap button to see their least similar user’s posts. These posts were generated by calculating which user had the least similar correlation to the current user by comparing their likes matrix, and then retrieving the most liked unseen posts of their least similar user. The calculation was done between the current participant’s likes matrix and those of the 40 simulated users.

Post generation was done using a session-based, memory-based collaborative filtering technique. Session-based means that only interactions within a specific user session are taken into account when recommending, while memory-based means that the similarity scores of users are computed and stored in memory to produce new recommendations [42]. The statistical approach was chosen for this paper as there is no scalability issue due to recommendations being session-based. The statistical similarity measure used is Pearson Correlation, which is a common way of calculating similarity between users or items in recommendation systems [37]. The correlation is computed as follows:

\[
r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}}
\]  

(1)

The questionnaire was split into two parts, before and after the feed swap. The users were asked if they detected any bias in the posts they observed, and then requested to specify the nature of the bias. The questions were the same before and after the swap, except for the final question, which asked if the user preferred the posts before or after the swap. The full set of questionnaire questions is given in Appendix A.

4. Results of the Experiment

4.1. User Engagement

User engagement is not evenly distributed; some users engage much more than others [8]. Therefore, when we are evaluating user engagement, we will examine the average and standard deviation of user engagement for each user individually to determine if their engagement rose or fell, instead of taking a baseline average to compare their engagement to.
4.1.1. Active Engagement and Instant Metrics

Likes are the instant metric used to determine active engagement in this paper. Overall, users were active when engaging with posts. The user who liked the highest percentage of posts liked 42.31% of posts, while the user who liked the smallest number of posts liked 1.75%. Totalling all likes regardless of the colour tone of posts, the average number of likes was 23.4.

The average and standard deviation of likes was calculated by adding together the number of likes for negative cool-toned, positive cool-toned, negative warm-toned, and positive warm-toned posts. The results are presented in Table 1. From the table it can be seen that in 5 cases the number of likes increased after the swap, while in 5 cases the number decreased. That decrease was small in most cases, and resulted in less than half of the likes before the swap in only two cases.

From these statistics, it can be concluded that active engagement was adversely impacted by the swap in half of cases, but resulted in increased engagement in the other half. The decrease in engagement can be explained as an effect of the swap, but it may also be explained as a content saturation issue. Liking may be affected by how long an individual uses a site [8]; in other words, the longer users browse a SMN the less likely they are to actively engage with it.

Table 1

User likes statistics across differently toned posts

<table>
<thead>
<tr>
<th>Participant</th>
<th>Before Avg</th>
<th>Before Std</th>
<th>After Avg</th>
<th>After Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3</td>
<td>2.74</td>
<td>6</td>
<td>4.3</td>
</tr>
<tr>
<td>B</td>
<td>8</td>
<td>7.4</td>
<td>4.5</td>
<td>5.45</td>
</tr>
<tr>
<td>C</td>
<td>1.25</td>
<td>1.89</td>
<td>2.25</td>
<td>2.87</td>
</tr>
<tr>
<td>D</td>
<td>4.75</td>
<td>5.19</td>
<td>1</td>
<td>1.41</td>
</tr>
<tr>
<td>E</td>
<td>3.25</td>
<td>3.4</td>
<td>2.25</td>
<td>2.87</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>2.37</td>
<td>2.25</td>
<td>2.22</td>
</tr>
<tr>
<td>G</td>
<td>0.25</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>H</td>
<td>3.75</td>
<td>3.3</td>
<td>6.75</td>
<td>7.27</td>
</tr>
<tr>
<td>I</td>
<td>4.75</td>
<td>2.27</td>
<td>4</td>
<td>4.24</td>
</tr>
<tr>
<td>J</td>
<td>0.5</td>
<td>0.58</td>
<td>0.75</td>
<td>0.96</td>
</tr>
</tbody>
</table>

4.1.2. Passive Engagement and Delayed Metrics

Two delayed metrics were used to evaluate passive engagement in the experiment: dwell time on posts and comment-related engagement such as how many times comments were checked and for how long. These user behaviour analytics were collected in the background while users browsed the simulated SMN. Overall, the highest number of AI-generated posts viewed was 237 and the lowest number was 29. The average number of posts viewed was 113.1, with a standard deviation of 66, indicating a high variance in the amount of content consumed. Of the 113 average posts viewed, users checked comments an average of 33.8 times. The individual participant results are presented in Table 2, where dt = average dwell time in seconds, cc = the
number of times comments were checked and ct = average amount of seconds comments were checked for.

From the table, it can be seen that 7 users spent more time on posts after the swap than before it. All users checked comments more after the swap, and 7 users spent less time on average checking comments after the swap. Since users were checking comments more frequently, it stands to reason that they would spend less time on more comments. The increase in dwell time, and increased interest in comments, suggests that after the swap the users displayed increased passive engagement towards the simulated SMN content.

It was hypothesized that the users may experience content fatigue after the swap and be less interested in content, resulting in decreased active engagement; however, this proved not to be the case. When delayed metrics are taken into account, user engagement increased after the swap in the majority of cases. It is possible that this increase was due to pure curiosity with regards to the user swap button and its consequences. For that reason, further research on the effects of the feedback, as well as changing back to the original user feed, would be required.

Table 2
User dwell time and comment statistics

<table>
<thead>
<tr>
<th>Participant</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dt</td>
<td>cc</td>
</tr>
<tr>
<td>A</td>
<td>3.4</td>
<td>7</td>
</tr>
<tr>
<td>B</td>
<td>9.8</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>5.4</td>
<td>20</td>
</tr>
<tr>
<td>D</td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>E</td>
<td>6.5</td>
<td>20</td>
</tr>
<tr>
<td>F</td>
<td>2.9</td>
<td>9</td>
</tr>
<tr>
<td>G</td>
<td>5.9</td>
<td>7</td>
</tr>
<tr>
<td>H</td>
<td>3.2</td>
<td>6</td>
</tr>
<tr>
<td>I</td>
<td>5.2</td>
<td>8</td>
</tr>
<tr>
<td>J</td>
<td>10.4</td>
<td>5</td>
</tr>
</tbody>
</table>

4.2. Expanding the User’s Cognitive Map

The participants had a heightened awareness of bias after the swap. Before the content swap, only 6 out of the 10 participants reported detecting either a positive or negative bias towards either tone. After the swap, all participants detected a bias. There are several possible explanations for this result. One possibility is that prior to the swap, participants were not expecting to be asked about bias and therefore were not paying attention to it. Conversely, after the swap participants may have been actively seeking out bias in the content. It is also possible that the algorithm instantiating the change led to a more obvious bias. While no definitive conclusion as to why can be drawn from these results, it is clear that participants were able to detect bias in the majority of cases.

The participants had a more nuanced understanding of bias after the swap. Before the swap, in the majority of cases the participants detected an extreme bias, either extremely positive or extremely negative, whereas after the swap, there were more answers indicating detection of a
moderate or slight bias. Another result that points towards a shift in mentality towards bias is a shift in likes: after the swap the majority of participants switched preferences from their initial preference. In other words, if they chose a cool tone preference at the beginning, they liked more posts in favour of warm tones after the swap, and vice versa. The exact reason for this cannot be determined, but it is nonetheless a shift in preference and attention before and after the swap.

5. Discussion and future work

Overall, user engagement levels were unaffected by the feed swap, while user perception of bias was altered after the swap. Participants had a heightened awareness of bias post-swap, as evidenced by all ten participants detecting bias post-swap. They also had a more nuanced view of the bias, as their bias perceptions varied more after the swap compared to before. These findings show potential for content feed swapping to combat filter bubbles while not negatively affecting user engagement. Nonetheless, future investigations in a more naturalistic setting are necessary in order to determine the practicality of feed swapping.

This study included explicit disclosures of algorithmic modifications to the users, which could have influenced their receptivity to it. In a naturalistic settings, users may resist algorithmic changes [43]. Making the content feed swap voluntary is one way of potentially avoiding such resistance.

This solution is meant to serve as a foundation for future studies aimed at counteracting filter bubbles. In order to establish its practicality, it must be tested on a larger user base in an uncontrolled, real-world environment. The small sample size of this study means that its results may be anomalous. Equal opportunity and statistical parity are of great importance when determining bias in a recommendation system [2]; these cannot be ensured with such a small participant pool. In addition, the solution must be extended to include a latent model-based collaborative recommendation system, wherein correlation neighbourhoods are inverted to calculate the least correlated items. As a result of these limitations, the results of this study cannot be generalized and can only act as a foundation for a study with a larger participant pool and which implements a model-based collaborative recommendation system.

6. Conclusion

This paper presented a novel approach to promoting content diversity and increasing awareness of content bias in recommendation systems by counteracting the effects of filter bubbles. The proposed solution involved providing users with the option to swap content feeds with their least similar user’s feed. This was done by substituting the correlation coefficient used in a collaborative filtering recommendation system. The viability of this solution was tested utilizing a social media network simulation and accompanying questionnaire.

The solution was determined to be viable as a proof of concept, since it led to an increase in users’ self-reported bias perception without adversely impacting user engagement metrics. When users reported their perception of bias in the content, their reports became more nuanced following the swap. Meanwhile, engagement metrics such as likes, dwell time, and time spent
checking comments did not decrease after the swap. These results show potential, but to assess the real-world viability of the proposed solution, it must be tested with a larger user base in a naturalistic setting.
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A. Questionnaire Questions

1. Age
Options: 18-24 | 25+ | Prefer not to say

2. Thinking about the posts and comments you observed, did you notice any bias towards cool colours or warm colours?
Options: Yes | No
If yes, was the bias towards cool or warm colours? How positive or negative was the observed bias? Answer the following multiple choice grid based on your observations:

**Cool**
Options: Very Positive | Moderately Positive | Slightly Positive | Neutral | Slightly Negative | Moderately Negative | Very Negative

**Warm**
Options: Very Positive | Moderately Positive | Slightly Positive | Neutral | Slightly Negative | Moderately Negative | Very Negative

3. Did you choose to press the "swap" button?
Options: Yes | No

4. Thinking about the posts and comments you observed, did you notice any bias towards cool colours or warm colours?
Options: Yes | No

If yes, was the bias towards cool or warm colours? How positive or negative was the observed bias? Answer the following multiple choice grid based on your observations:

**Cool**
Options: Very Positive | Moderately Positive | Slightly Positive | Neutral | Slightly Negative | Moderately Negative | Very Negative

**Warm**
Options: Very Positive | Moderately Positive | Slightly Positive | Neutral | Slightly Negative | Moderately Negative | Very Negative

5. Did you prefer the content before or after the swap?
Options: Before | After | No preference