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Abstract  
The paper is a systematic literature review of the emerging field of AI4SG and relational AI 

ethics. Since these two fields have not interacted with each other, the paper aims to lay the 

foundation for such an interface. The paper argues that such an interface is exigent because 

AI4SG is emerging as a normative field of AI ethics. Interfacing with existing literature on 

relational ethics can help interrogate the normative core of AI4SG and open up both the ‘social’ 

and the ‘technical’ as more than instrumental concerns. 
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1. Introduction 

The paper aims to bring into conversation two fields of AI ethics through a systematic literature review 

of the two fields, that of AI4SG and the relational ethics approach to AI.  

The gold rush in the last few years concerning ethical AI [7] has been a result of an exponential 

increase in the use of AI across diverse domains. The growth and proliferation of AI systems and 

machine learning methodologies across various domains and fields have led to the rise of the field of 

AI ethics. The growth of the field has also been aided by the increase in funding emerging from the big 

tech [79]. However, despite several ethical frameworks, guidelines and consultations from both private, 

public as well as civil society organizations, there seems to be little consensus about “what constitutes 

‘ethical AI’ and which ethical requirements, technical standards and best practices are needed for its 

realization” [62:1]. In an attempt to rescue a conflicted field, scholars have moved toward understanding 

the normative core of these frameworks and the parameters around which they converge. For example, 

Fjeld et al. [33] identified the following eight key parameters: privacy, accountability, safety and 

security, transparency and explainability, fairness and non-discrimination, human control of 

technology, professional responsibility, and promotion of human values. 

While ethical debates in the field of AI ethics have flourished in recent years at a growing speed, the 

field of AI4SG is slowly emerging as a justificatory ground for developing AI. As the paper notes in a 

later section, the AI4SG discourse has been funded and facilitated by powerful actors such as United 

Nations, international non-governmental organizations, consultancy companies and big tech. Against 

this backdrop, critical interrogation of the very notion of AI4SG is exigent. While AI4SG privileges 

normative ethical approaches, the field of AI ethics on the other hand, while moving towards 

convergences, is still open to contestation, with relational ethics offering the most radical critique to 

normative ethical approaches that posit a transcendentalist and/or vertical systems of morality and fall 

back on a problem/solution framework. Relational ethical approaches, on the other hand, pivot around 

ontological heterogenesis [14], horizontal relations, and situated and partial perspectives [50] in which 

moral systems are emergent and processual [92]. 
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It is in this light that the paper does a systematic literature review of AI4SG and relational AI ethics 

to understand how and if at all they interface. The key finding of the paper is that there has been no 

interface between these two fields in major peer-reviewed publications. This review aims to lay the 

ground for the future interface between the two domains. 

Following the introduction, a brief review of existing surveys is provided, and the methodology of 

the paper is elaborated. The fourth section presents a review and commentary on the AI4SG discourse 

and the fifth section reviews the field of relational AI ethics. A brief conclusion, limitations, and need 

for future work are noted. 

2. Existing Literature 

Previous surveys of AI4SG, while larger in scope, did not conduct a systematic literature review of the 

field of AI4SG [91]. This can be broadly attributed to two tendencies. First, in such works, a large-scale 

survey of AI literature was conducted which was then filtered through the lens of ‘social good’. Second, 

these surveys review workshops in conferences or projects to champion such works under the moniker 

of AI4SG. In such works, the category of AI4SG is not interrogated as constructed and produced but 

rather the focus is on establishing the field of AI4SG.  

We depart from such approaches for a very simple reason. AI4SG is not a category or approach 

which can be given a hall pass in the debates of AI ethics because of their claims of ‘social good’. 

Instead, unpacking the very category of ‘social’ and ‘good’ is necessary. It is important to note that in 

the discipline of sociology, the very category of ‘social’ is contestable and no single consensus exists. 

In recent years, the ‘social’ has emerged as a domain with a multiplicity of connections that spans 

human and non-human domains [64]. This fundamentally open view of the ‘social’ means that political 

consensus remains a myth that perpetuates hegemonic discourses and ideas [75]. The field of AI4SG 

risks emerging as a narrow and dumbed-down field of AI ethics which reproduces and accepts United 

Nations Sustainability Development Goals and various common-sensical ethical notions without 

rigorous interrogation of their social & political foreclosures. 

 

 On the other hand, while relational ethics has emerged in certain subdomains of AI ethics literature 

more strongly than others, such as in the case of robot ethics and AI in medical domains, relational 

ethical approaches remain relatively marginal because they are difficult to operationalize within 

solutionist fields such as engineering, policy-making and governance. At the time of writing, we didn’t 

find any comprehensive review of the field of relational AI ethics. 

3. Methodology 

To conduct the systematic literature review, we referred to Scopus and Web of Science. Limiting the 

review to these two indexes has definite shortcomings as they are heavily skewed towards English 

language publications and don’t include a wide variety of open access, pre-print and experimental 

publications. Yet, limiting ourselves to these two indexes also allows us to map the state of the field in 

relatively high-impact journals and conference proceedings. 

The paper also refers to certain developments in broad fields of social sciences to establish links and 

conversations which would otherwise not be possible through a traditional systematic literature review. 

For example, while AI4SG invokes the concept of ‘social’, the discourse on AI4SG has largely 

bypassed discussions on ‘social’ that have transpired over the past two decades in sociology. As 

anthropologists/sociologists reviewing the field of AI4SG, we cannot help but bring these blatantly 

neglected discussions to light. The discourse of AI4SG also invokes uncritically the United Nations 

(UN) Sustainable Development Goals (SDGs). Hence, to situate such arbitrary external relationships it 

was necessary to situate such invocations alongside pre-existing critiques of such frameworks to 

provide the reader with a balanced view of a relatively nascent field.  

For AI4SG, two keywords ‘({artificial intelligence for social good}  OR  {artificial intelligence for 

good}  OR  {AI4SG}  OR  {AI4G})’ were queried (see Figure 1 for PRISMA flow [78] and Table 1 

for an overview of the documents). Use of the short form was made to precisely map the emerging 

consensus in the field as terms such as ‘good’ and ‘social good’ are often used by engineering and 
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technology papers in a generic non-descript manner. This remains a limitation of the chosen 

methodology but also adds much-needed precision as the aim is to narrow down the emerging field of 

AI4SG and how the field of AI ethics is coagulating around this term. After the retrieval of 29 

documents from the indexes, the selected documents were reduced to 17 after the removal of duplicates 

and irrelevant documents. Through citation searching, 2 non-peer-reviewed documents are also referred 

to in the narrative of AI4SG due to their significance to the field [47,91]. 

For the second part of the review, the search phrase ‘{AI OR {artificial AND intelligence}} AND 

relational AND ethics’ was used to spread the net as wide as possible (see Figure 2 for PRISMA flow 

and Table 2 for an overview of the documents). While the field of AI ethics has grown over the past 

few years, relational approaches in AI ethics are still a relatively small field with higher activity in the 

domains of health and robot rights and ethics. Five important publications in the field that the index 

searches did not throw up were reviewed manually and are referred to in the narrative of the paper for 

their significant relevance to the field of relational ethics and artificial intelligence [3,20,22,43,45]. In 

both cases, the PRISMA chart and the tabular classification of the literature only refer to the documents 

retrieved from databases for reproducibility. The final database retrieval for the first part was done on 

14th May 2023 and the second part was done on 20th January 2023. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: PRISMA flow chart for {artificial intelligence for social good}  OR  {artificial 

intelligence for good}  OR  {AI4SG}  OR  {AI4G} 
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Figure 2: PRISMA flow chart for {AI OR {artificial AND intelligence}} AND relational AND 

ethics   

 

4. AI4SG 
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Though Hager et al. [47] is a non-peer-reviewed report, it is important to begin the narrative of 

AI4SG from it to highlight the already entrenched acceptance of AI4SG discourse in AI discourse. A 

common-sensical acceptance of the ‘social’ as a coherent body to be governed, managed and in turn 

engineered for a hegemonic notion of ‘good’ is inbuilt into the discourse. 

Cowls et al. [25:112] define AI4SG as: 

“the design, development and deployment of AI systems in ways that help to (i) prevent, mitigate 

and/or resolve problems adversely affecting human life and/or the wellbeing of the natural world, and/or 

(ii) enable socially preferable or environmentally sustainable developments, while (iii) not introducing 

new forms of harm and/or amplifying existing disparities and inequities.” 

While such a definition of AI4SG is deceptively simple, it bypasses and in turn obfuscates the 

political nature of the existing problems. This obfuscation is particularly evident in Cowls et al. [25] as 

they deploy the logic which announces that “AI4SG = AI×SDGs” [25:112]. Though they note the 

limitations of such an equation which links AI4SG to the UN Sustainable Development Goals they 

argue for such an approach under the assumption that “SDGs offer clear, well defined and shareable 

boundaries to identify positively what is socially good AI” and that “SDGs are internationally agreed 

on goals for development and have begun informing relevant policies worldwide, so they raise fewer 

questions about relativity and cultural dependency of values” [25:112]. Such framing has some glaring 

shortcomings that Cowls et al. choose to ignore. UN SDGs, like most United Nations consensus 

exercises, are not legally binding nor represent goals and principles that political groups intra-nationally 

or trans-nationally agree upon. Secondly, SDGs, as Telleria and Garcia-Arias [95:15] argue, is an 

“empty signifier that keeps disparate and even contradictory demands united”. It does this by 

constructing “a fantasmatic explanation of international development and sustainability issues that 

conceals the antagonistic dimension of social, political and economic issues” [95:15]. In a later special 

issue introduction edited by Cowls, Cowls notes contrary to such a straightforward and simple solution 

that “The contributions make clear that neither ‘AI’ nor ‘social good’ should be thought of as 

uncontested or incontestable terms, and we should remain wary of the twin dangers of unjustified hype 

and unseen harm arising from the continued growth of interest in, and application of, AI” [24:54]. 

Cowls et al. [25] accompanied by Floridi et al. [34] aimed to lay down broad principles of AI4SG 

grounded on common-sensical notions of AI4SG such as trustworthiness, safeguards, consultation with 

users, transparency, explainability, consent, fairness and human autonomy which they termed “best 

practice” [34:175]. This tendency to prescribe ethical guidelines rigorously continues Luciano Floridi’s 

project which can best be termed moral totalitarianism wherein “commandments, moral imperatives, 

ethical principles, codes of conduct, practical laws . . . these all endeavour to provide a clear set of 

instructions or patterns of operation that are designed to program and direct human social behaviour 

and interaction” [45:74]. 

4.2. AI4SG as a normative ethical field 

While the field of AI ethics and its ancillary fields such as robot ethics have flourished over the last 

decade with a range of viewpoints, AI4SG has emerged as a normative ethical field. Following Cowls 

et al. [25] and Floridi et al. [34], a growing body of literature today uses the AI4SG approach to evaluate 

projects, justify AI approaches and projects as well as develop new principles [1,15,16,66,74,90,94,96]. 

At its core in such works has been a tacit acceptance of the formula that AI4SG = AI×SDGs or a mere 

commonsensical evocation of AI4SG. This has shaped the emerging domain of AI4SG as a normative 

field wherein hegemonic and normative ethical principles are being deployed to legitimize the growth 

of AI. 

Another interesting phenomenon is the presence of the AI4SG or AI4G terms in the keywords, 

funding details or as a stray reference in the abstract with no follow-through in the paper 

[9,23,89,93,97,98]. These pieces are particularly interesting because they point towards the emergence 

of this field as a commonsensical domain which facilitates the usage of these terms in a marketable 

manner. The presence of the phrases in the funding details points towards a deeper entrenchment of 

these terms and their marketability for fundraising. The growth of policy discussions and references to 

AI4SG by state bodies such as states in Europe or states such as the United Arab Emirates also points 

towards a larger interest in the discourse of AI4SG by diverse kinds of states [35,71]. 
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The influence of normative ethics doesn’t simply end at an explicit link between AI4SG and the UN 

SDGs. Mabaso [68] suggests AI4SG be led by virtue ethics, listing out “three features of exemplarism, 

namely grounding in moral exemplars, meeting community expectations and practical simplicity” 

[68:58]. Moral exemplarism is still premised on ideals found in exemplar figures such as the ‘best 

teacher’ or an ‘ideal community leader’ etc. wherein the minority views or other heterogenous practices 

remain unacknowledged. 

A contrarian attitude is visible in a minor domain of AI4SG which is concerned with thinking 

through adversarial strategies such as the inclusion of “well-calibrated noise, imperceptible to humans” 

[98:1] in datasets to reduce the risk of genomic data being matched to images of human faces. 

Interestingly, while [98] doesn’t use the phrase AI4SG anywhere in the article, one of the project titles 

of a National Science Foundation-funded project referred explicitly to “Adversarial artificial 

intelligence for social good” [98:9]. 

4.3. Critiques, Challenges and Extension 

A slow but steady body of work is today emerging from sciences, engineering and other applied 

disciplines which now deploy the notion of AI4SG to justify and frame their research work 

[6,12,15,16,23,26,30,55,57,59,63,66,67,73,74,88–90,94,99,101,102]. As such works display, AI4SG 

can best be identified as a scaffolding which allows the evaluation of an AI project amidst certain a 

priori, vague, liberal notions which form part of its ethos. As Schelenz & Pawelec [84] note, there is an 

evident echo of the discourse of Information and Communications Technologies for Development 

(ICT4D) that flourished for much of the past two decades. They note that both AI4SG and ICT4D 

display a “lack of a shared conceptual framework, excessive techno-optimism, techno-determinism, 

modernity bias, unequal power relations, as well as a lack of participatory approaches, sustainability, 

and ethical reflection” [84:12]. Though with a pinch of scepticism, techno-optimism noting the radical 

potential of AI in development research, practice and theory is already evident in Bjola [12]. 

While addressing primarily AI4SG discourse within the domain of health, Holzmeyer [56] levies a 

wide-ranging set of critiques against AI4SG which largely mirrors various critiques of AI. Holzmeyer 

anchors their critique of AI4SG around four axes, distraction from root causes, vulnerabilities and risks 

of big data, politics of data and expertise that frames computational solutions as better and perpetuation 

of “cycles of (re)validating that environmental and social variables matter to health” leading to 

“continued rationalization of inaction” [56:109]. A broader radical critique that Holzmeyer levies are 

grounded on the fact that AI4SG is “led by many of the same corporate actors that are incubating AI 

systems broadly” in collaboration with hegemonic actors such as the Big Tech, United Nations, 

established NGOs and consultancies such as McKinsey, Deloitte, Accenture. The involvement of such 

powerful and hegemonic actors in the AI4SG discourse necessitates a radical political interrogation and 

is proof that AI4SG is not a mere technical problem to be addressed via mathematical formulas and 

code but necessitates a larger socio-technical view of the situation. Various actors involved in AI4SG 

and AI are limited by “their inattention to or blindspots around larger social, political and economic 

systems often hamper consideration of the fuller range of social justice issues at stake” [56:112]. 

Madianou’s [69] critique of AI4SG proceeds in another direction building on the work of Shi, Wang 

and Fang [91] which highlighted the global north bias of AI4SG discourse. While discussing chatbots 

in particular, Madianou’s [69] critique seeks to highlight “concerns regarding linguistic or cultural 

sensitivity” [69:864]. In the process, she highlights the relationship that AI4SG has with “colonial 

legacies of humanitarianism” [69:864] occluding the relationships of power that are at play. This is 

echoed by Sapignoli [83], who notes that “new technologically sophisticated practices can reproduce 

historical inequalities as well as unintentionally create new ones” [83:296]. A scoping review of 

literature on AI for good health ends on a critical note as well, noting that “AI is being developed and 

implemented worldwide, and without considering what it means for populations at large, and 

particularly those who are hardest to reach, we risk leaving behind those who are already the most 

underserved” [77:13]. The review ends by noting “the dearth of literature on the ethics of AI within 

public health” [77:13]. 

Sapignoli stresses the increasing usage of AI in global governance and human rights domains 

arguing for ethnographic approaches to study sociotechnical systems calling for an anthropology-
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inflected “AI-turn in international governance” which “would be an ethics of realism that takes into 

consideration and reveals the cultural, political, and economic context in which AI programs are 

embedded and how their applications are translated in diverse cultural contexts and jurisdictions with 

different consequences” [83:298]. Sapignoli’s call stresses on both the theoretical—“will not only 

generate new insights about the nature of knowledge production and decision-making, but could also 

bring about a transformation of anthropological theory”—and the applied dimension—“Just as social 

scientists have engaged in a critical analysis of the rule of law, these scientists should unpack the rule 

of AI design, and hopefully mitigate its consequences, both intended and unintended” [83:298]. 

While critiques of AI4SG have grown, so have interfaces with various other theoretical, philosophical 

and methodological approaches. The call for more meaningful stakeholder participation has emerged 

as one of the calls for operationalizing AI4SG [63]. A more nuanced elaboration of stakeholder 

consultation is elaborated by Bondi et al. [13] who argue for an interfacing of the capabilities approach 

to operationalise AI4SG. The cost-benefit analysis in such an instance is not tied to global SDG goals 

but is evaluated by considering the capabilities of the various participants noting that “the goals of the 

project are properly aligned to do so without negatively impacting other capabilities” [13:7]. Berberich 

et al. [10] call for thinking through AI4SG from the perspective of the notion of harmony in East Asian 

philosophy. They echo calls for human-centred AI when they note that “intelligent systems should 

always adapt to the human pace instead of the other way around” [10:636]. At its core, their vision of 

an AI system acknowledges the affective constitution and limits of human relationalities when they 

note that “tactful AI must have some capability of approximately inferring the emotional and cognitive 

states of people with whom they are interacting and a model on the effects that different possible actions 

might have on humans.” [10:636]. 

 

Table 1 
Typology of AI4SG literature 
 

Category Description Papers 

Application of AI4SG Description of application of AI 
projects claiming to work with an 
AI4SG or AI4G ethos.  

[23,57,59,67,88–90,98,101] 

Keyword invocation of 
AI4SG or funding details 

Articles which mention AI4SG or 
AI4G only in their keywords or their 
funding clause. 

[9,23,88,93,97,98] 

Critique of AI4SG and 
ancillary approaches 

Critique of AI4SG or AI4G 
conceptualization along with 
critiques of other ancillary notions 
such as ICT4D 

[10,24,56,69,84] 

AI4SG principles Delineating, defining and scaffolding 
AI4SG principles for 
operationalization. 

[1,10,13,34,63,68,96] 

The challenge of principles 
implementation 

Notes  the ‘gap’ between principles 
and practices 

[85] 

Database of AI4SG projects Collation of AI4SG projects [25] 
Domain-specific review Domain-specific literature of AI4SG [77] 
Policy related work Policy-related work thinking 

operationalizing AI4SG 
[35,71] 

Social scientific 
intervention 

Social scientific methodological 
interventions to further AI4SG 

[83] 

 

Schiff et al. [85] focus on the principles-to-practice gap identifying six barriers, incentive dilemmas, 

the complexity of AI’s impacts, the disciplinary divide, many hands problem, governance of knowledge 

and overabundance of tools. Despite thinking through the problem of implementation Schiff et al. [85] 

privilege only certain kinds of disciplines’ inclusion in debates around implementation noting 
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“collaboration between computing, engineering, organizational, business, and other scholars” [85:90]. 

While “other scholars” are included as a last thought, computing disciplines, business and 

organizational disciplines are recruited to think through the implementation challenge excluding all 

core social science disciplines and philosophy. It is precisely this tendency to seek quick fixes and 

solutions that necessitates a review of the field of relational ethics and artificial intelligence. 

5. Relational Ethics and AI 
5.1. What is relational ethics? 

The existing literature presents relational ethics as an approach that proposes a "fundamental shift—

from rational to relational—in thinking about personhood, data, justice and everything in between" 

[11:1]. It hopes to move away from normative ethical principles that are "often formulated as 

problem/solution" [11:1] towards a more critical evaluation of the field that calls for "rethinking of 

justice and ethics as a set of broad, contingent, and fluid concepts and down-to-earth practices that are 

best viewed as a habit and not a mere methodology of data science" [11:1]. One of the earliest instances, 

where the power of a relativist stance is vindicated is in a 1998 article by Rössler & Matsuno [82]. They 

juxtaposed two approaches: deep technology and standard ethics vs standard technology and deep 

ethics. 

This earliest distinction is interesting as these fault lines can be traced in the literature even today. 

While not mutually exclusive, the literature on AI relational ethics is divided along two axes: First axis 

concentrates on the ‘what is’ question, which debunks the property-based approach to the question of 

bots and their moral status in favour of relational ontology wherein “The partners do not pre-exist their 

relating; the partners are precisely what comes out of the inter- and intra-relating of fleshly, significant, 

semioticmaterial being’’ (Haraway 2008, p. 165 as cited in [22:10]); second axis addresses the ‘how’ 

part of relational ethics which foregrounds ethical approaches/principles that go beyond 

problem/solution dyad to address power imbalances, inequalities, and relations of injustices inherent in 

the design and development of new and existing technologies.  

While the former hopes to completely redefine the notion of the self and the other when it 

interrogates the moral status of AI and its relationship to the human—a deep technology view to the 

question of human, machine or animal—the latter hopes to arrive at relational yet standard approaches 

to design, develop and evaluate AI systems that minimise algorithmic harms and injustices. Both these 

axes, however, oppose other normative ethical frameworks that maintain “a strict divide between the 

creator (spiritual) and the created (non-spiritual)… with humans in the position of creator” [18:57].  

These critiques point towards the limits of principalism and approaches to moral standing that 

assume an “ontological platform onto which morality is mounted” [22:9]. Relational ethics, on the other 

hand, argues that,  

“the moral-epistemic ground…is not situated in the ‘essence’ of the [object], but is something 

that comes into being, is gradually revealed and constructed as we get to know objects in-

relation, as human beings who interact with them, watch them, call them by name, etc.—

whether as scientists, philosophers, or as lay persons” [22:16]. 

5.2. Thinking through and operationalising relational ethics 

The first axis that is invested in thinking through the deep technology problematic of relational ethics 

has been gaining slow yet steady ground since the 2010s focusing on theorizing human-bot relations 

while intervening in the debate on the moral status and rights of robots and AI. Coeckelbergh [18] 

opened the field by interrogating the anthropocentric bias in thinking about the “technological future” 

arguing in favour of a “deep relational view on human being and self” that borrowed from ecological 

and eastern philosophical approaches. Cockelbergh and Gunkel have been the most prominent voices 

foregrounding a relational view of the question of the moral status of bots and human-bot relations. 

They reframe the standard ethical question “does the animal have a face” to ask “[W]hat does it take 

for an animal to supervene and be revealed as having face in the Levinasian sense?” which demands 

that we learn how to respond and what responding will mean in such a case [22:9]. Thus, in asking the 
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question of response-ability, they replace the figure of a moral philosopher and observer with an active 

practitioner and sense-maker who is part of a lifeworld that operates on a certain ‘we’.  

The question of relations, of how to respond to plants and other non-humans, thus is a political 

societal and collective question [20]. A property-based approach to the question of the moral/legal status 

of others privileges ontological properties such as consciousness, sentience, intelligence, suffering etc 

as valid grounds to decide an object’s moral/legal status. Developing his critique of this approach 

further, Gunkel[46] put forth three philosophical problems with the properties approach: substantive, 

terminological, and epistemological complications. Similar critiques have been put forth by others 

against a property-based approach to argue in favour of a deep ecology approach [60], an eco-centric 

approach to AI [65], establish humans as relational selves [28], and identify dangers of ethical 

disobligation in our encounter with AI [17]. The field is also influenced by indigenous epistemologies 

to reframe the notion of intelligence [70] and reconceptualize a notion of the self, privacy, and 

personhood [61]. It should be noted that the field of human rights for robots is much larger than what 

we have captured here. We have only focussed on relational approaches to the problematic of robot 

rights and status but for a more comprehensive view, one can refer to Gordon & Pasvenskiene [43] and 

Harris and Anthis [51]. 

The second axis moves away from the question of robot rights and moral/legal status to 

operationalize relational ethics more concretely. Birhane makes a clear attempt to call for relational 

approaches to AI ethics, harms and injustice to make a case for reconceptualizing the notion of 

“personhood, data, justice and everything in between” [11:1]. Birhane responds to the growing trend in 

the field that approaches AI ethics as a technical problem, and the subsequent flourishing of AI ethics 

toolkits, to argue for an understanding of AI ethics that goes “beyond technical solutions” [11:1].  

While Birhane and others limit themselves to a critical examination of the field rather than offering 

solutions, a significant effort has been made, both before and after Birhane, to arrive at relational 

reconceptualizations of specific ethical principles such as transparency, responsibility, fairness, 

intelligence as well as the need to understand AI as an algorithmic assemblage with deeply relational 

affordances [29]. Ananny [3:7] puts forth a sociotechnical definition of AI systems, as a unit of AI 

ethical analysis, that they call networked information algorithm (NIA),  

“as an assemblage …of institutionally situated computational code, human practices, and 

normative logics that creates, sustains, and signifies relationships among people and data 

through minimally observable, semiautonomous action. Although code, practices, and norms 

may be observed individually in other contexts, their full ‘‘meaning and force ... can only be 

understood in terms of relations with other modular units…’’.  

Ananny [3:2] identifies three dimensions for scrutinizing AI ethics and holding algorithmic 

assemblages accountable:  

“The ability to convene people by inferring associations from computational data, the power to 

judge similarity and suggest probable actions, and the capacity to organize time and influence 

when action happens” 

They too distinguish their approach from “mathematical, mechanistic focus” [3:5] which only asks 

if a code is biased or not to instead asks whether different assemblages ‘‘help us get into satisfactory 

relation with other parts of our experience’’ [3:7]. 

Focussing on the use of AI in education, Henry & Oliver [52] make a similar move to argue that 

“ethics should not be understood as abstract values or design decisions, but as socio-technical 

achievements” [52:330]. They deploy Puig de la Bellasca’s speculative critique to offer a vision of 

caring that is ‘an analytics or provocation’ that presupposes heterogeneity as the ontological ground. In 

exploring the tension between ethics and justice, they foreground questions of not only “for whom” but 

who cares, what for and why do we care?” [52:334].  

Along similar lines, others have focussed on identifying what new demands AI makes of ethical 

frameworks and how these frameworks and principles might be reconceptualized in light of these 

demands. Coeckelbergh focuses on the question “of responsibility attribution for artificial intelligence 

technologies” [21:2052] and introduces another actor in the responsibility relation: moral patients, who 

are affected by the action of the agent and those to whom moral agents are responsible and answerable. 

Giovanola and Tiribelli [40,41] rearticulate ‘fairness’ as a “distributive and socio-relational dimension 

that comprises of three main components: fair equality of opportunity, equal right to justification, and 

fair equality of relationship” [41:9]; De Togni et al. [27] review three levels of ‘intelligences’ and 
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‘robotness’ to argue that intelligence is socially relevant, and [49] define AI-mediated communication 

as interpersonal communication involving intelligent actors. 

Others in the field have focussed on identifying the social impacts of AI systems in domains such as 

healthcare, education, warfare, and labour to ask for deeper stakeholder engagement to balance 

considerations of relational care, safety, privacy and transparency [53:582]; Döbler & Bartnik [29] 

focus on technological affordances that can reveal, manipulate and conceal possible actions. Schoenherr 

[87] focuses on social-cognitive factors that affect society’s attitudes towards surveillance technologies, 

impending identity crises due to the changing definitions of intelligence [70], ethico-politics of 

autonomous weapon systems [86], the impact of AI systems on work that might encourage a shift 

towards a “relational realm rather than a transactional one” [80]. 

 
Table 2 
Typology of relational AI ethics literature 

Category Description Papers 

Conceptual debates on 
specific AI ethical 
parameters 

Works that develop or 
nuance the definition and 
meaning of specific ethical 
parameters such as 
responsibility, 
transparency, and fairness 
from a relational ethics 
approach.  

[19,21,27,31,32,40,41]  

Human-bot relations Works that theorise 
human-bot relations from 
a relational perspective. 

[17,18,27,28,36,65,70] 

Social Impacts of AI Works that focus on the 
social impacts of AI with 
an emphasis on the 
adoption of more 
relational perspectives to 
address these impacts. 

[8,19,29,44,48,49,53,54,70,72,80,86,87]  

Moral Status of robots 
 
 

 

Works that intervene in 
the debate on the moral 
status of robots while 
advocating for a relational 
approach to the problem 
of moral status. 

[2,17,18,37,42,46,51,60,61,65] 

Critiques and challenges Works critiquing the 
relational approach to the 
problem of the moral 
status of AI 

[38,76] 

Theoretical approaches to 
AI (relational) ethics 

Works that advance the 
field of (relational) AI 
ethics more broadly. 

[11,32,32,39,46,52,81,100]  

Ethical evaluation of AI Works that focus on using 
a relational perspective to 
the problem of 
governance or evaluation 
of AI.  
 

[54,58] 
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5.3. Critiques and Challenges 

Relational ethics is often critiqued as a metaphysical approach that says more about the nature of being 

without generating a clear ethics i.e., the challenge of deriving an ‘ought’ from an ‘is’ [38]. Müller 

[76:582] classifies the relational turn as a “relativist account of moral status with all the problems that 

come with that: no possibility to be right or wrong (to ‘respond’ in the right or wrong way), no 

possibility of better or worse views, no possibility of moral progress” etc. According to Müller, non-

human objects deserve ‘consideration’ where behaviour towards them can be judged due to their 

relationship with moral agent/patient but not as objects with moral status themselves. 

Gibert & Martin [38] offer a twofold interpretation of the relational argument. First, that relational 

ethics works with a notion of moral status implied in a valuable relationship; second, its emphasis on 

the role of a community in the development and assignment of social identity, personhood, and moral 

status. Within this framework, they identify problems of consistency and objectivity wherein the 

meaning of a valuable relationship is subjective, introduces fluctuations in the moral status, and the 

inadequate distinction between the token/type. Rejecting grounds of relationality, intelligence or life as 

inadequate, they make a case for sentience as an adequate ground to grant moral status to AI with a 

caveat that no AI systems in the contemporary exhibit these qualities of sentience as yet. 

Gordon & Gunkel [42] can be read as responding to Gibert & Martin [38] in their aim to demonstrate 

“the importance of discussing the moral impact and status of intelligent and autonomous machines” 

[38:3] even in the case of faulty AI systems, we have today like COMPASS etc. By including error-

prone AI systems in the discussion, they hope to interrogate or stress-test existing moral theories and 

practices that are premised on notions of inclusion/exclusion.  

This is an important point to consider and is part of the challenge of a relational approach. A 

relational approach to AI ethics borrows from poststructuralist approaches that primarily operate at the 

level of critique which can help identify limits of existing knowledge paradigms, ethical frameworks or 

standard operations. Recognizing the critical gesture inherent in the relational approach to AI ethics, 

Birhane [11] asked for “a system-wide acceptance of critical work as an essential component of AI 

ethics, fairness, and justice” [11:1]. A system-wide acceptance can help expand the methodological 

repertoire of AI ethics scholars that can include more qualitative approaches to help nuance the debate 

on AI ethics and governance. At the same time however, and as has been noted in the previous section, 

a relational ethics approach is not averse to redefining specific ethical principles from a relational point 

of view which has helped expand and redefine standard ethical principles of transparency, 

responsibility, fairness etc. While more nuanced theoretical approaches to relational ethics are 

welcoming and needed, we believe that more work is needed that can expand and redefine ethical 

principles from the relational ethics point of view which make it easier to operationalize the relational 

approach and make ‘doing’ relational ethics more accessible. 

6. The need for interfacing relational ethics and AI4SG 

As noted, AI4SG is slowly emerging as a normative ethical field within the larger domain of AI ethics 

with minor contrarian or non-normative approaches. This necessitates interrogating and interfacing 

non-normative ethical approaches with AI4SG. The dominant approach of linking AI4SG with SDGs 

doesn’t guard against AI harms and injustices but instead reduces the problem of ‘social’ to a technical 

process of identifying socially relevant AI systems as identified by the international bureaucratic 

machine. 

Relational ethics take AI assemblage as its unit of analysis that opens up the ‘social’ to the political, 

societal and collective question that addresses the relations of power, inequality, harms and injustices 

as more than instrumental concerns. To interface AI4SG with relational ethics is to open up the black 

box of not just technical concerns but also social relations and see AI ethics as a socio-technical 

achievement [4,5]. A relational approach can help unpack the construction and production of each of 

the signifiers of AI4SG as not finished concepts but as works-in-progress. 
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7. Limitations and future work 

The fundamental limitation of the paper is the usage of mainstream indexes such as Scopus and Web 

of Science and the inclusion criteria of the English language. Future research in all languages across 

other indexes could help shed light on how and if at all AI4SG and relational ethics are interfacing in 

the existing literature. 

Building on Birhane’s [11] work of reinterrogating and reconceptualising all concepts and processes 

of AI ethics appears to be a fruitful endeavour to relook at AI4SG discourse and its foreclosures.  
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