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Abstract
This article presents the analysis carried out by the Japanese French Laboratory for Informatics (JFLI) and
the National Institute of Informatics (NII) to understand what makes a video memorable. To do so, we
first propose an analysis of the results obtained by two sequential models applied on visual and textual
representations. We then study the manual descriptions and automatic captions in order to identify
specificities in the textual representations of videos associated with a high memorability score. We
show that they are described by longer and more precise texts (manual and automatic) than the videos
associated with lower memorability scores, opening the way to research on the correlation between
textual vagueness and video memorability.

1. Introduction

Efficiently predicting the memorability of a video could be very useful in the context of multime-
dia document analysis, e.g. automatic summarization. To progress on this multimodal task, the
mediaeval evaluation benchmark organizes for the fifth year the Predicting Video Memorability
task [1]. Previous work on video memorability (VM) showed that semantic information plays a
major role for VM prediction, either through manual descriptions ([2, 3, 4]), manual or automatic
captioning ([5], [3], [6]) or semantic concepts [7].

While they all agree that semantic information is important in distinguishing memorable
videos from less memorable ones, they struggle to identify the semantic cue that helps make this
distinction. [8] analyzed the vocabulary terms corresponding to the most positive and negative
correlation coefficients of their caption-based models and showed that the highest negative
coefficients are all dominated by terms related to natural scenery; whereas the highest positive
coefficients are dominated by terms related to people. Similarly, [4] showed that videos that are
the closest related to nature and landscapes generally exhibit worse average memorability ratios,
but found that in the Memory10k dataset most documents deal with people, and couldn’t find a
clear distinction between topics that are memorable and topics that are not. Finally, following
the idea that people pay more attention to the concepts they are familiar with, [7] used 156
familiar concepts [9] to generate ConceptNet feature vectors to represent the videos. However,
the fusion of this semantic information failed to improve the results.

In this paper, we present an analysis of the multimodal characteristics that can be used
to predict video memorability. First, we describe the characteristics and models used for the
first subtask of the Prediction Video Memorability task on the Memento10k dataset [5]. We
then analyze the results and study the videos’ textual representations with respect to their
memorability scores. Since manual textual representations may include a translation of whether
humans find the videos memorable, we conduct these analyzes on both manual and automatic
textual representations.
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Table 1
Spearman (Sp.) and Pearson (P.) correlation and Mean Square Error (MSE) values on development and
test sets. The parameters column gives the weight values for the linear combination of scores, optimized
on the development set.

Runs Param. Development Test

Sp. P. MSE Sp. P. MSE

Desc. - 0.599 0.599 0.008 0.571 0.575 0.007
Captions - 0.511 0.501 0.008 - - -
ResNet (RN) - 0.557 0.550 0.008 - - -
DenseNet (DN) - 0.561 0.550 0.008 - - -
RN + DN 0.5 0.587 0.576 0.008 0.546 0.531 0.008
Captions + (RN + DN) 0.3 0.622 0.610 0.007 - - -
Desc. + Captions 0.6 0.629 0.620 0.007 0.589 0.594 0.007
Desc. + (RN + DN) 0.5 0.668 0.666 0.007 0.626 0.628 0.006
Desc. + Captions + (RN + DN) 0.7, 0.6 0.674 0.667 0.007 0.629 0.633 0.006

2. Video Memorability Prediction

Features To represent the videos, two different kinds of textual features were used. First, the
manual descriptions provided by the organizers were represented by a 384 dimensional dense
vector using Sentence-BERT [10]. Second, two automatic captions for each video were computed
using the ClipCap Image captioning model [11]. To do so, one keyframe was automatically
extracted for each video using the Katna tool1, and the ClipCap model was applied using the
model trained either on the MS-COCO dataset [12] or on the Conceptual Caption dataset [13].
Captions from both models were concatenated and, similarly to the manual descriptions, were
represented by 384 dimensional dense vectors using Sentence-BERT. In addition to these textual
features, two visual features provided by the organizers were also employed: Densenet [14] and
Resnet [15].

Models and scores fusion Two models were defined for memorability scores prediction.
The first one, used for prediction based on textual representations, is a 3-layer sequential model.
In order to avoid overfitting a dropout regularization is added on the visible layer. We use Huber
loss as the loss function and a learning rate of 1× 10−5. The second model uses video features
extracted from deep learning models provided by [1], over 3 frames -first, middle, and last-. We
concatenate the features of the 3 video frames and input the resulting feature vector to a 3-layer
sequential model. We use dropout on each layer, as loss function the Mean Squared Error (MSE),
and a learning rate of 2× 10−3. To keep the output values scaled from 0 to 1, we use a sigmoid
function in the output layer for both models. Also, for both models, we make use of the Adam
optimizer [16]. To combine textual and visual features for memorability scores prediction, the
embeddings are first fed to the models and the fusion scores 𝑆𝐹 are then computed thanks to
𝑆𝐹 (𝑖) = 𝛼 * 𝑆𝑀 (𝑖) + (1− 𝛼) * 𝑆𝑁 (𝑖), with 𝛼 ∈ [0, 1] and where 𝑆𝑀 (𝑖) is the score for the 𝑖𝑡ℎ

video according to modality 𝑀 and 𝑆𝑁 (𝑖) the score for the 𝑖𝑡ℎ video according to modality 𝑁 .

3. Results and Analysis

Table 1 summarizes the results obtained on development and test sets of the Memento10k dataset.

1https://katna.readthedocs.io/en/stable/index.html
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Figure 1: Normalized frequency of words regarding memorability scores.

Concerning the scores obtained from textual representations, although the manual descrip-
tions provide better scores, automatic captions give encouraging results, meaning that auto-
matic captions carry information, automatically extracted from images, related to memorability.
Combination of both textual features further improves the results, which suggests that the
information carried by manual descriptions and automatic captions is not strictly redundant.

Visual characteristics provide correlation scores almost on par with those obtained from
manual descriptions, and the combination of the two visual features (DenseNet and ResNet)
increases the results. As before, the combination of visual features and automatic captions
further improves the correlation scores. Finally, from this Table, we can see that, although the
combination of automatically calculated representations (captions and visual features) provides
encouraging results (0.62), the best results are still obtained when manual descriptions are used,
suggesting that humans have the ability to introduce information related to memorability into
their representations, that is not carried by visual characteristics or automatic captions.

Once again, these experiments show that semantic information is a mainstay in the predic-
tion of video memorability. In order to understand what makes video memorable, we have
analyzed the textual information attached with each video. First, we dig into topic analysis
to verify if some concepts are more memorable than others, as claimed by [7]. To do so, we
identified the 10 words in the manual descriptions that have the most important differences in
normalized frequency between videos associated with the higher memorability scores and the
lower memorability scores. We then computed the normalized frequency of this 10 words for
3 splits of the development and training set regarding the values of the memorability scores:
between 0.4 and 0.62, between 0.6 and 0.8 and between 0.8 and 1.

Figure 1 shows the values of these normalized frequencies. Similarly to [4], we couldn’t see a
clear separation in the topics addressed by the memorable videos and by the other videos. If, as
presented in [8], the vocabulary associated with nature is more frequent in videos associated
with a lower similarity scores, the human topic is addressed by all the videos, whatever their
score. However, the way this topic is described in the manual descriptions is different between
memorable videos (where the vocabulary is more precise man, woman, baby, girl) and non
memorable ones, where the term used is more vague (people).

A possible explanation for this phenomenon is that annotators, remembering the video better,
use more precise vocabulary in video with high memorability scores when writing the manual
description. Another possibility is that the video is more memorable because the elements

2There is almost no video with scores lower than 0.4.



(a) Nouns and adjectives (b) Color and physical adjectives

Figure 2: Proportion of adjectives and nouns in video descriptions w.r.t. memorability scores.

within it are more easily identifiable by viewers. This hypothesis is in line with the notion
of familiarity mentioned by [7]. To confirm this hypothesis, we carried out textual analyzes –
trough part-of-speech tagging and dependency parsing using the nltk tool [17] – of the manual
descriptions and the automatic captions, to check whether the sentences used to describe the
most memorable videos are more precise than those used for the less memorable ones.

First, we found that the length of both manual descriptions and automatic captions were longer
for memorable videos than for non-memorable videos, suggesting that either 1) memorable
videos have more to describe or 2) elements present in the video are described more extensively
for memorable videos. Moreover, we observed, as showed in the left part of Figure 2, that the
proportion of nouns used in the texts (descriptions or captions) associated with the videos
decreases when the memorability score increases while the proportion of adjectives grows. This
observation leads us to believe that textual representations tend to be more accurate for the
most memorable videos. To corroborate this assumption, the proportion of 8 frequent adjectives
for physical descriptions and 8 common English colors3 were computed on manual descriptions
and automatic captions. The right side of Figure 2 shows the evolution of this proportion and
confirms that the proportion of colors and physical adjectives usage improves with the values
of memorability scores on both manual descriptions and automatic captions. Finally, similar
analyzes were conducted on the VideoMem dataset and the automatic captions associated with
the videos follow the same pattern than those of Memento10k: length and adjectives proportion
growing and nouns proportion decreasing while the memorability scores rise.

4. Future work

In this paper, we analyze the results of two sequential models based on visual and textual
features to understand what makes a video memorable. We show that automatic captions and
visual features can provide encouraging results but still miss memorability related information
carried by manual descriptions. We also conduct an analysis of the manual and automatic
textual representation of videos, showing that more memorable videos are associated with more
precise descriptions even in automatic captions. In order to confirm this finding, it would be
interesting to estimate the vagueness of the descriptions associated with videos, with a tool
such as VAGO [18], and use this vagueness prediction as a clue for memorability prediction.

3small, large, long, tall, little, big, young and old / white, yellow, green, blue, purple, red, orange and black.
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