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Abstract 

The robustness and performance of speech signal based framework depends on the quality of features. 
In the today’s era of research, working of single feature might not be enough to cover both robustness 
and performance simultaneously. In order to resolve this problem, researchers use multiple sources 
by applying various fusion techniques. These fusion techniques are categorized into few categories: 
Model level, Feature level and Score level combination scheme. The documents available in previous 
research shows the features available from different sources are used to enhance the strengths and 
recognition rate of the system. Even though these fusion techniques enhance the strengths and 
recognition rate of the system, but they found some demerits in the system. This will helps us to 
investigate further. The aim of the work is to introduce a system for multilingual speaker system with 
the help of SVM using fusion technique.  The objective is to explore the advantage of various fusion 
techniques and how these techniques are useful to build efficient system for multilingual speaker 
system. The results from our proposed system indicate goodness of our work. 
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1. Introduction

The speech recognition can be classified into two categories: speech recognition and speaker 
recognition. These systems consist of extracting important information form speech signals 
and identifying the required results by machine. In the case of speaker recognition, the 
machine tries to retrieve information based on any specific criteria from given speech signals 
and in speech recognition, only textual information is extracted from speech signals. They are 
similar to the pattern recognition systems. The accuracy of the system is depending on the 
discriminating power of the features used in the process. The feature extraction generally 
depends on the type of tasks. In case of speaker recognition, the machine calculates linear 
prediction cepstral coefficients (LPCC) or mel-frequency cepstral coefficients (MFCC) 
characteristics which represents speaker based vocal information in precise form [1, 2, 3].  
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The researchers also explore speaker based information as alternative proof using various 
fusion methods. These methods provide better performance as compared to the independent 
vocal based systems. Moreover, these systems are comparably robust against various 
conditions [4]. The MFCC characteristics retrieved from phoneme samples are used as main 
characteristics for speech recognition systems. These MFCC characteristics shows the 
spectral envelope design of various phonemes, which are used for speech recognition system. 
The speech recognition systems is a speaker independent procedure, therefore need huge 
amount of information to efficiently represent the phoneme based information. To remove 
those complications people use much information. Tripathi et al. proposed different kinds of 
source information and then incorporated with MFCC characteristics by using given fusion 
methods [5]. They have also showed that combination of source information and MFCC 
characteristics not only enhance accuracy rate but also improves the robustness of phoneme 
recognition process. 

 
The information consists of source excitation is generally used as additional proof with 

tract information to get enhanced information in various speech recognition systems [5, 6, 7]. 
The purpose for using source based excitation information as additional proof has two 
reasons: people use excitation features like duration, intonation and pitch to identify speakers 
as well as the matter of the speech data [8, 9, 10, 11]. People have proven themselves 
powerful even in decadent conditions, representing the capability of the excitation source 
data [12]. The other reason is the approbative description of source and vocal information. 
This approbative description gives additional proof that is use to enhance the performance 
and robustness of the baseline framework. The researchers also observe that combination of 
source excitation information and vocal tract enhance the robustness and performance of the 
speaker and speech recognition framework [13,14,15].  
 

 
Figure 1: Block diagram of a generic speech based recognition system [16] 

 
The performance of combined given system depends on importance of the features as well 

as on the suitable fusion methods. The optimized advantage can be found with the help of 
suitable fusion and effective features. Since excitation source and MFCC information are 
paramount for various speeches processing frameworks [17, 18, 19], getting optimized 
performance mostly based on the applied fusion technique. The fusion of features can be 
processed at the comparison, model or feature level. This could be better explained from the 
diagram of speech recognition shown in figure 1. The speech sample is processed to make 
them input for feature extraction step in pre-processing steps. The purpose of the feature 
extraction step is to calculate the required features by applying various signal processing 



techniques. In feature level fusion, various features are calculated and fused for creating 
models. A similar technique is followed to calculate the test characteristics and used for 
matching. In case of Model based fusion, various models are created using individual feature 
sets. Further, the different models parameters are combined to create composite models. 
Finally, the comparison is created with test speech specimen and composite model. In score 
level fusion, different characteristics are obtained from given voice signal and used to create 
the corresponding models. During matching, the given features are matched with 
corresponding models, and calculate individual score. These score are combined to give final 
score.  

 
In the speech recognition system, features represent the corresponding information about 

the job in a precise form. These given features are then used for creating blocks for various 
classes/pattern. For example, phonemes design in automatic speech recognition and speakers 
design for automatic speaker recognition. The existing work shows that instead of using 
single features, fusion of given multiple features gives optimized classes for speech based 
pattern identification tasks. Moreover, fusion of various features not only enhances the 
robustness but also performance of the systems. For example, recent researchers have shown 
the benefits of different features speech recognition systems, for automated speech 
recognition, and replay identification systems. In these researches, the fusion based 
techniques are limited to combination of features at every level. These techniques have their 
own advantages and disadvantages. A combined fusion technique could be created by 
utilizing the advantages of individual combination scheme which can be effective, efficient 
and useful for different speech processing systems. The target is to elaborate the advantages 
of different speaker recognition systems and apply them for the improvement of the effective 
recognition scheme. The main findings of the research work are as follows: 

 
(1) The paper introduces a literature review of various types of speaker identification 

systems with its historical background. 
 

(2) The paper summarizes the feature extrication, datasets, accuracy and demerits of 
existing work.  

 
(3)  The paper introduces the SVM based multilingual speaker recognition using MPDSS, 

RMFCC, and MFCC features. 
 

(4) The paper introduces the combination of MPDSS, RMFCC, and MFCC in TIMIT, 
NIST 2003 SRE datasets. 

 
(5) The performance of our paper is best when compare with other existing work. 

 
The remaining part of paper is sketched as follows. In section II, we explain the related 

works. Section III presents the research methodology used in multilingual speaker 
recognition. The experiments and results are demonstrated in Section IV. Finally, Section V 
concludes the paper with future works. 

2. Related works:  

The speech recognition system refers to extrication of important information from speech 
signal by using different signal processing techniques for some applications. People’s speech 



reflects effectively the textual content and speaker information recognition. The speech 
processing systems are generally categorized into two categories: speech recognition and 
speaker recognition. The extrication of textual data present in speech is called speech 
recognition system, and the speaker data is used to identify speaker is called as speech 
recognition system. We consider the systems related to above two fields as benchmark to 
represent the robustness of the proposed method. A detailed explanation about the speech and 
speaker recognition is given in present section. 

 
The method of identifying people by machine using the data available in speech samples is 

called speech recognition systems (SRS). The SRS is broadly categorized in two categories: 
Automatic speaker verification system (SVS) and speaker identification system (SIS). In SIS, 
the objective of the machine is to detect the speaker from the given test samples, whereas, in 
SVS, the objective is to verify the particular identity with the help of given speech samples.  

 
The entire SRS process consists of two parts: training and testing [20]. In training step, 

machine gathers the given speech sample from the speaker and register them by using SRS 
technique. The training step consists of feature extraction and creating models. The speaker 
based information is retrieved in feature extraction step from each and every sample by using 
various signal processing techniques and represent it in parametric form. These important 
features are then used in modeling stage to create model. In testing step, the machine 
calculates the speaker based features from test sample by using same feature extraction 
technique as used in training step, and used to compare with the existing model. Depend on 
the task, comparison processed in the comparison step. The comparison steps gives matching 
score that identify of the speaker for the speech samples.  

 
The existing systems predominantly use cepstral computing technique for feature 

extrication and probabilistic technique like Gaussian Mixture Model (GMM) [21,22].  Based 
on the given speech samples the SRS are classified into two categories: Text independent and 
text dependent. In case of text dependent, the speakers kept for test are required to present 
same speech sample as given at enrollment process. There is no textual limitation on text 
independent model. They are used for real-time.  

 
In the field of speaker recognition, additionally two research areas including limited data 

based speaker verification and replay attacks identification. In comparison with traditional 
speaker verification system, limited data based speaker verification requires less amount of 
data for testing and training processes. As smaller amount of data is used, the limited data 
based speaker identification is very challenging task in the area of speaker recognition. The 
replay attack is a kind of spoofing attack to automated speaker verification task, where the 
decisions can be changed by prerecorded speaker samples by recording and playback devices. 
It doesn’t require any technical knowledge, only a smart phone is needed for spoofing. The 
existing reviews shows that replay attack is highly efficient and effective and easily 
accessible constitute a critical threat to automated speaker verification.  

 
Speaker identification is a method to identifying the speakers by using speech samples. A 

set of well known speakers are enrolled by the machine and used as reference patterns for 
recognizing the unknown speaker. The speaker identification system is performed in two 
steps: testing and training steps. In training step, individual speaker based features are 
retrieved from the set of speakers and used to create respective reference models. In common 
excitation source based information and vocal tract are used for creating reference models. In 



testing step, the same speaker based features are extricated from the test based speaker 
samples, and used for matching with the entire stored speaker design for recognition.  

 
The speaker verification is the method of identifying the unknown applicant to a reference 

design by given speech samples. It is very clear that the applicant should be registered by the 
machine before placing the application. So, firstly applicant is asked to give speech samples 
for registration. Further, during verification, the voice samples are compared by matching 
with the corresponding samples. The decision is purely based on the threshold. The matching 
score is greater than threshold, it is accepted otherwise rejected.  

 
The limited data based speaker verification refers to an identification task where the 

availability of testing and training data is very less say less than 10 sec. The forensic based 
investigation where data is less, performance is mostly affected. This is also affected due to 
inadequate coverage of the speech samples. So, effective and efficient technique is required 
for these conditions.  

 
The automated speaker verification is generally applied without human directions. In that 

particular circumstance, it is possible that a fraud may fool the system by fake speech 
samples of any speaker. In the field of speaker recognition, fraud in automated speaker 
verification system by giving fake speech samples is called as spoofing. In case of speaker 
verification, spoofing can be processed with the help of four techniques: voice conversion, 
speech synthesis, replay attack, and impersonation. The impersonation is the method where a 
fraud try to generate the speech by voice mimicry [23,24]. The replay attack is the method of 
changing the decision of automated speaker verification with the help of pre-recorded speech 
samples through playback and recording devices [25,26]. The speech synthesis and voice 
conversion techniques requires deep speech processing and signal processing knowledge and 
also large amount of data to produce synthesized voice. On comparison, spoofing through 
replay and record do not need speech processing information. The replay attack could be 
easily obtained by using good quality playback and recording devices. An existing research 
reports on spoofing to automated speaker verification says that replay attack is highly 
effective and easily accessible.  
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Figure 2: Block diagram of proposed speaker recognition system 
 
 
3. Proposed Methodology: In speech processing systems, fusion of different features for 

the making of efficient and effective models is called as feature based fusion technique. The 
motive behind the feature based fusion technique is that every individual feature contains few 
important features that may be missed by different models. In feature based model technique, 
different features are merged and then used for creating models [27]. The general block 
diagram of speech oriented speech recognition system by applying feature based scheme is 
shown in figure 2. In training step, the input voice signal is proceed across the pre-processing 
step and then various features are calculated by using various signal processing techniques. 
These individual features are merged to build a combined feature, which is further used for 
creating reference models. The point to be noted that on concatenating the fusion of different 
features not required to be of same dimensions. At the time of simulation a same method is 
followed to create composite features for matching.  

 
The first research was done by applying the feature based fusion scheme by Fururi et al. 

[28]. The author has proposed the concatenation of well-known features with the first and 
second order polynomials having form of DeltaDelta and Delta coefficients and then applied 
for speaker recognition systems. On comparison with cepstral features, the concatenation of 
various features reduces the error rate by 30% [29,30]. Further, fusion of different techniques 
reduces the speaker identification and verification process by 1.43% and 37.5% respectively 
[31,32,33]. The aforementioned research shows that fusion of different features helps in 
enhancing the robustness and performance of the different speaker recognition systems.  So, 
due to this reason we have applied this technique in our proposed framework [34,35].   

 
In this proposed technique, different feature sets are computed separately and 

corresponding models are created with the help of particular modeling method. The feature 
based model is defined by their corresponding modeling variables. The introduced 
combination technique produces composite model by padding variables of corresponding 
feature based models. The padding technique is used to reduce the dimensions of the features 
and also reduces the computational complexity of the model. Additionally, the difficulty 
arises due to mapping of different modeling parameters can be avoided by same modeling 
technique.  During testing, feature vectors of different parameters are set in same manner and 
put before for evaluation. The proposed fusion scheme based method is different by the fact 
that they are based on combined opinions.  The scores produced by introduced technique are 
exactly used for matching without using any weights. Further, the proposed technique is more 
appropriate for real time systems.  

 

3. Experiments and results:  

The three MFCC, RMFCC, and MPDSS features are broadly used as features to show 
excitation source data. We are able to give experimental recognition report in this section to 
pick the suitable source excitation feature, particularly in the situation of using it as 
additionally demonstrate the speaker recognition system. On the basis of performance and 
robustness, the specific feature that is used to give optimized performance is further chosen. 

 
We carry out speaker recognition process by using GMM technique with TIMIT dataset, 

and the speaker verification process by using GMM-UBM with NIST-2003 SRE dataset. In 



speaker recognition system, processing of signals takes place at 7500 samples per sec and 
unvoiced and voiced identification are done by thresholding based on energy. The features 
are calculated from 25 msec overlapping speech frames at the rate of 90 frames per sec with 
the help of most recent literatures.  We have consider the suggestions of prasanna et al. to 
derive the residual signal LP to calculate the MPDSS from 25 LP residual power spectrum 
and 25 dimensional features are used as MPDSS features[30]. In the same way, the 13 mel-
cepstral coefficients combine with 13 Delta and DeltaDelta is calculated from LP signals and 
speech to get RMFCC and MFCC features. 

 
Table 1: GMM based speaker identification performance of MFCC, RMFCC, 

MPDSS features and their combined methods with TIMIT database. 
 

Feature Identification Accuracy 
(%) 

Proposed Method 

Identification 
Accuracy (%)[29] 

MPDSS 74.35 73.65 
RMFCC 83.74 82.14 
MFCC 96.19 95.39 

MPDSS+ RMFCC 84.56 - 
MPDSS+ MFCC 96.13 95.55 
RMFCC+ MFCC 97.14 96.91 

 
The speaker recognition performance of MFCC, MPDSS, and RMFCC features with 

TIMIT dataset are reported in table 1. The individual accuracy of these features is assessed 
using GMM modeling techniques. The MFCC feature produces the recognition rate of 
96.14%, whereas an RMFCC and MPDSS feature gives the recognition rate of 83.74% and 
74.35% respectively. It is observed that among these features, MFCC performs the best 
accuracy. The feature based fusion technique between all these features are given in the table 
1, it is observed that fusion of RMFCC and MFCC produces the best recognition rate of 
97.14%.  

 
Table 2: Performance of MFCC, RMFCC, MPDSS features and their combined 

representation using GMM-UBM based speaker verification system using  NIST-2003 
SRE dataset. 

 
Feature EER (%) 

Proposed Method 
EER(%)[29] 

MPDSS 20.24 21.38 
RMFCC 18.10 18.89 
MFCC 6.94 7.54 

MPDSS+ RMFCC 17.24 - 
MPDSS+ MFCC 6.12 7.54 
RMFCC+ MFCC 5.94 7.30 

 
The speaker verification process (EER) result is calculated for all three MFCC, RMFCC, 

and MPDSS features are depicted in table 2. The same trend is observed for speaker 
verification system as observed in speaker recognition system. The error rate for the MFCC 
gives the beat error rate of 6.94% as compared to MPDSS and RMFCC having 20.24 and 
18.10 respectively.  The feature based fusion technique is used for all the three features and 



found that combination of RMFCC and MFCC produces best error rate of 5.94% as 
compared to MPDSS+ RMFCC and MPDSS+ MFCC of 17.24% and 6.12% respectively. 

 

4. Conclusion and future works:  

The robustness and performance of speech signal based framework depends on the quality of 
features. In the today’s era of research, working of single feature might not be enough to 
cover both robustness and performance simultaneously. In order to resolve this problem, 
researchers use multiple sources by applying various fusion techniques. These fusion 
techniques are categorized into three categories: Model level, Feature level and Score level 
combination scheme. We have used feature based fusion technique in our research. The SVM 
is used as a classification technique after combining different features. We have also proved 
that our speaker recognition and speaker verification framework works well with MFCC with 
TIMIT and NIST-2003 SRE dataset. Further, the fusion technique gives better results as 
compared to existing work. In future, more features will be added to enhance the recognition 
rate of speaker recognition and speaker verification system and try to incorporate some more 
deep learning methods. 
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