Abstract
In the eternal vertex cover problem, mobile guards on the vertices of a graph are used to defend it against an infinite sequence of attacks on its edges by moving to neighbor vertices. The eternal vertex cover problem consists in determining the minimum number of necessary guards. Motivated by previous literature, in this paper, we study the vertex cover and eternal vertex cover problems on regular grids when passing from the infinite to the finite version of the same graphs, and we provide either coinciding or very tight lower and upper bounds on the number of necessary guards. To this aim, we generalize the notions of minimum vertex and minimum eternal vertex covers in order to be well-defined for infinite grids.
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1. Introduction
The eternal vertex cover problem can be described in terms of a two-player game and models a problem associated with defending the vertices of a given graph G against a sequence of attacks: at the beginning of the game, the defender (which controls some guards lying on the vertices of G) chooses a placement of guards on a subset of vertices of G, defining an initial configuration. Subsequently, in each round of the game, the attacker attacks an edge of their choice. To repel an attack, a guard from an incident vertex moves across the attacked edge to defend it; at the same time, other guards may either remain where they are or move to neighbor vertices. If the defender is able to do this, then the attack has been successfully defended, and the game proceeds to another round, with the attacker choosing the next edge to attack. Otherwise, the attacker wins.

Graph protection has its historical roots in the time of the ancient Roman Empire \cite{1}; according to E. N. Luttwak \cite{2}, to deal with the dwindling power of the Empire, Constantine devised a new strategy that used local troops to disrupt invasions. The idea was to deploy mobile armies that could only protect an adjacent region if it moved from a region where there was at least one other army to help launch it. Basically, a region is considered as safe if either has one or more armies stationed in it, or if it can be reached in one pass. A similar strategy was then
used in World War II [2]. Currently, the problem finds applications in network security and redundant file storage handling [1].

If the defender is able to continue defending against any infinite sequence of attacks on $G$ with $k$ guards, then we say that there is a defense strategy on $G$ with $k$ guards. This strategy requires that the set of vertices containing guards is a vertex cover before and after each round. In this case, the set of positions of all the guards in any round of the game defines a configuration, referred to as an eternal vertex cover of $G$ of size $k$.

The eternal vertex cover problem on a graph $G$ requires finding the minimum value of $k$ for which a defense strategy on $G$ with $k$ guards exists. Such minimum is denoted by $\alpha^\infty(G)$.

**Literature.** The problem was first formulated in 2009 by Klostermeyer and Mynhardt [3] and, in the same article, it was shown that, for any graph $G$, $\alpha(G) \leq \alpha^\infty(G) \leq 2\alpha(G)$, where $\alpha(G)$ is the cardinality of a minimum vertex cover for $G$.

The problem has been deeply studied from a computational complexity point of view: deciding whether $k$ guards can protect all the edges of a graph is NP-hard [4] and remains NP-hard even for internally triangulated planar graphs [5]; moreover, it is APX-hard and there is a 2-approximation algorithm; finally, exact (exponential) algorithms are given. Recently, it was shown that the problem remains NP-hard even for bipartite graphs [6].

Nevertheless, there are a number of special graphs for which the problem can be exactly solved in polynomial time: trees [3] ($\alpha^\infty(T) = n - |L(T)| + 1$, where $L(T)$ is the number of leaves of $T$), cacti [7, 8], simple generalizations of trees [9] (graphs constructed by replacing each edge of a tree with an arbitrary elementary bipartite graph or by an arbitrary clique), perfect matching cycles on $n$ vertices [3] ($\alpha^\infty(C_n) = \alpha(C_n) = \lceil n/2 \rceil$), chordal graphs [5, 8], chain graphs, cographs, split graphs [10], and $n \times m$ grids [3] (whose $\alpha^\infty$ is $n/m = \alpha$ if $nm$ is even and is $\lceil n/m \rceil = \alpha + 1$ if $n, m > 1$ are odd with $n \geq m$).

More in general, in [3, 1], some conditions to have $\alpha^\infty = \alpha$ are provided and it seems particularly interesting to understand in which cases these two parameters are very close. Babu et al. [11] showed that $\alpha^\infty \leq \alpha + 1$ for locally connected graphs, which includes biconnected chordal graphs and biconnected internally triangulated planar graphs. While providing a polynomial time algorithm to compute $\alpha^\infty$ for the former, and a PTAS for the latter.

Finally, there are a number of papers (e.g. [12, 13, 5, 14]) connecting $\alpha$ and $\alpha^\infty$ of special graphs with other parameters such that the (eternal) domination number, the vertex connectivity number, and the minimum cardinality of a vertex cover that contains all cut vertices.

### 2. Definitions

In this extended abstract we consider first infinite regular grids, i.e. infinite plane graphs in which all faces are identical regular polygons: hexagonal, squared, and triangular grids, here denoted by $T_\Delta$, where $\Delta$ represents the degree that is equal to 3,4,6, respectively. For completeness, we also study the regular grid of degree 8, called octagonal grid (also known as “king’s graph”), and denoted by $T_8$.

Then we study also finite portions of infinite grid graphs, that are induced by the vertices of a set of regular faces contained into a $h \times w$ rectangle with sides parallel to the axes and vertices at
integer coordinates, $h, w \in \mathbb{N}$; we will call these subgraphs as \textit{finite rectangular grids} and denote them with $T_{\Delta}(h, w)$. Clearly, this concept is not well defined for octagonal grids since they are not planar graphs, but it is not difficult to extend it (for example by momentarily removing bottom-right to up-left edges, determining the subgraph according to the definition, and then adding again the removed edges). Moreover, we assume the finite grids do not degenerate in simpler structures (and hence, e.g. the cases $h = 1$ and $w = 1$ are not allowed in any grid, while the case $h < 4$ is not allowed in the hexagonal grid).

We now give a formal definition of the problems we want to study on infinite and finite grids. It is worth noting that, while the following definitions are very well known in the case of finite graphs, we need to extend them in order to make them work on infinite grids.

**Definition 1.** Given a (either finite or infinite) graph $G = (V, E)$, a \textit{vertex cover} for $G$ is a set of vertices $C \subseteq V$ that includes at least one endpoint of every edge. If $G$ is a finite graph, the vertex cover problem consists in finding a vertex cover of minimum cardinality, and this number is denoted with $\alpha(G)$. If $G$ is an infinite grid, the vertex cover problem consists in finding a vertex cover $C$ such that there exists $n_0 > 0$ and, for every $n \geq n_0$ there is a finite rectangular grid of $G$, $G(n, n)$ with a vertex set $V(n)$, such that $C \cap V(n)$ is a minimum vertex cover for $G(n, n)$.

In both cases, we will say that a solution to the vertex cover problem is a \textit{minimum vertex cover}.

Given a vertex cover $S$ for $G$, an \textit{attack} may occur on a single edge $e = \{u, v\}$, where $u \in S$; a \textit{defense} by $S$ to the attack on the edge is a one-to-one function $f : S \rightarrow V$ such that:

1. $f(u) = v$, and
2. for each $s \in S \setminus \{u\}$, $f(s) \in N[s]$ where $N[s]$ is the close neighborhood of $s$.

Given any vertex $u \in S$, we say that the guard on $u$ shifts to $f(u)$ and, by extension, $S$ shifts to $S'$ where $S' = \{f(s) \text{ s.t. } s \in S\}$.

Since an attack of an edge whose both its extremes contain a guard can always be repelled without changing the configuration of guards (simply swapping the position of the guards on that edge), we only consider attacks on edges with one unguarded vertex.

**Definition 2.** Given a (either finite or infinite) graph $G = (V, E)$, a vertex cover $S$ for $G$ is an \textit{eternal vertex cover} if every (possibly infinite) sequence of attacks can be defended, that is if a defense shifts $S$ in $S'$ and $S'$ is an eternal vertex cover. If $G$ is a finite graph, the eternal...
vertex cover problem consists in finding an eternal vertex cover of minimum cardinality, and this number is denoted by $\alpha^\infty(G)$. If $G$ is an infinite grid, the eternal vertex cover problem consists in finding an eternal vertex cover $S$ such that there exists $n_0 > 0$ and, for every $n \geq n_0$ there are (possibly coinciding) finite rectangular grids of $G$, $G(n, n)$ and $G'(n, n)$ with vertex set $V(n)$ and $V'(n)$, such that $S \cap V(n)$ and $S' \cap V'(n)$ are minimum vertex covers for $G(n, n)$ and $G'(n, n)$, respectively.

In both cases, we will say that a solution to the eternal vertex cover problem is a minimum eternal vertex cover.

In order to compare the results we obtain for finite and infinite graphs, we introduce the definitions of $\rho$ and $\rho^\infty$.

**Definition 3.** Let $G$ be a finite graph. We call $\rho$ the ratio between the number of vertices in a minimum vertex cover and the number of all the vertices of $G$, and $\rho^\infty$ the ratio between the number of vertices in an eternal minimum vertex cover and the number of all the vertices of $G$.

Let $G$ be an infinite grid, $C$ and $S$ be a minimum vertex cover and an eternal minimum vertex cover, respectively, for $G$. For each $n > 0$ consider every possible finite rectangular grid $G(n, n)$ and let $V(n)$ be its vertex set; compute the minimum over all finite grids of the ratio between $|V(n) \cap C|$ (respectively $|V(n) \cap S|$) and $|V(n)| = n^2$. We call $\rho$ (respectively $\rho^\infty$) the limit as $n$ goes to $\infty$ of this ratio.

Intuitively, $\rho$ and $\rho^\infty$ represent the fraction of vertices that belong to a minimum cardinality cover.

### 3. Summary of the results

This study arises from observing that, while the density of an eternal vertex cover of an infinite path is roughly $1/2$, we have that in the finite path $P_n$ almost all vertices are needed ($\alpha^\infty(P_n) = n - 1$ [3]).

On the other hand, it is immediate to see that any eternal vertex cover of the infinite squared grid puts guards alternately on its vertices; this is true also in the finite case, indeed, as we have already stated, from the literature, we know that a squared grid (i.e. the Cartesian product of two paths) has $\alpha^\infty$ roughly equal to half of its number of vertices.

So, not all the graphs behave in the same way when passing from the infinite to the finite version. We wonder which is the behavior of some naturally infinite graphs, that is whether we get an increase of their eternal vertex cover number when we reduce to a finite portion.

To this aim, we first consider infinite regular grid graphs. For each of them, we evaluate on which portion of the vertices it is necessary to put a guard; moreover, we consider a finite (rectangular) portion of such graphs and study the value of their $\alpha^\infty$. Finally, we compare our results in infinite and finite cases. The results of this study are summarized in Tables 1 and 2.

It is worth noting that, to the best of our knowledge, in the literature, no generalizations are known for the notions of minimum vertex cover and eternal vertex cover of infinite graphs.

This study concludes that having a not null second dimension helps an effective defense strategy; indeed, the path remains the only graph for which $\rho^\infty$ is completely different when passing from the infinite to the finite case.
Table 1
Summary of the results for infinite grid graphs provided in this paper (except the first row).

<table>
<thead>
<tr>
<th>Infinite graphs</th>
<th>$\rho$</th>
<th>$\rho^\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>Squared grid</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>Hexagonal grid</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>Triangular grid</td>
<td>$2/3$</td>
<td>$2/3$</td>
</tr>
<tr>
<td>Octagonal grid</td>
<td>$3/4$</td>
<td>$3/4$</td>
</tr>
</tbody>
</table>

Table 2
Summary of the results for finite grid graphs; the lower part of the table contains results provided in this paper. The results of the last two rows related to $\rho^\infty$ hold for $h \geq w$.

<table>
<thead>
<tr>
<th>Finite graphs</th>
<th>$\rho$</th>
<th>$\rho^\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path $P_n$</td>
<td>$\frac{1}{2} \left(1 - \frac{1}{n}\right) \leq \rho \leq \frac{1}{2}$ $[3]$</td>
<td>$\frac{1}{2} - \frac{1}{2n} \leq \rho \leq \frac{1}{2}$ $[3]$</td>
</tr>
<tr>
<td>Squared grid</td>
<td>$\frac{1}{3} - \frac{1}{3w} \leq \rho \leq \frac{2}{3}$</td>
<td>$\frac{2}{3} - \frac{1}{3w} \leq \rho^\infty \leq \frac{2}{3} + \frac{1}{4} + \frac{4}{4w}$</td>
</tr>
<tr>
<td>Hexagonal grid</td>
<td>$\frac{1}{4} - \frac{1}{4w} \leq \rho \leq \frac{1}{4}$</td>
<td>$\frac{3}{4} - \frac{1}{4w} \leq \rho^\infty \leq \frac{3}{4} + \frac{1}{2} + \frac{1}{4w}$</td>
</tr>
<tr>
<td>Triangular grid</td>
<td>$\frac{2}{3} - \frac{1}{3w} \leq \rho \leq \frac{2}{3}$</td>
<td>$\frac{2}{3} - \frac{1}{3w} \leq \rho^\infty \leq \frac{2}{3} + \frac{1}{4} + \frac{4}{4w}$</td>
</tr>
<tr>
<td>Octagonal grid</td>
<td>$\frac{3}{4} - \frac{1}{4w} \leq \rho \leq \frac{3}{4}$</td>
<td>$\frac{3}{4} - \frac{1}{4w} \leq \rho^\infty \leq \frac{3}{4} + \frac{1}{2} + \frac{1}{4w}$</td>
</tr>
</tbody>
</table>

For the full version of the current paper, please refer to [15].

References

[10] K. Paul, A. Pandey, Some algorithmic results for eternal vertex cover problem in graphs,


