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Abstract
Learning-to-rank models are mostly evaluated based on how good it is able to estimate the user behaviour.
Output metrics like NDCG become the obvious choice for the purpose. A model is considered to have a
good performance if it is able to predict the correct ranked ordering, else it is considered to be of poor
quality. However the performance of a model is not only dependent on the prediction power of the
model but also the quality of input features. Hence evaluation via output metrics like NDCG does not
truly reflect the underlying problem. In this paper we introduce a simple feature coverage metric (FeCo)
that can be used for tracking feature quality for diagnostic purpose as well as to get insight into model
performance. Our experiments show that FeCo score is correlated with output metrics like NDCG. We
also found that even a small change in FeCo score during training can have significant impact on the
feature’s contribution to the model. Our findings provide a perspective of having a 360 degree evaluation
of model performance for ranking in production setup.
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1. Introduction

Features play a crucial role in learning-to-rank models. The ranked list of items in e-commerce
is not only dependent on the model’s predictive power but also the quality of input features.
In real world large scale e-commerce stores, ensuring a good data quality can become a major
challenge. Real world data is often characterised by sparse features. Additionally, poor feature
design may also lead to noise or sparsity that in turn affects ranking. During offline model
training, we often sample a set of the data, post-process it to get a cleaner version that is finally
used for training models. However at inference time, noisy or sparse features may lead to poor
ranking. This gives rise to a gap between offline and online evaluation metrics. Moreover,
tracking feature quality can be useful for diagnostic purpose and to understand overall trends.

In order to have a full 360 degree view of model performance, we propose a feature evaluation
metric FeCo that evaluates the coverage of ranking features. To the best of our knowledge
currently there does not exist any such metric that measures the quality of ranking features.
Most of the existing metrics in the field of information retrieval (IR) evaluates a model based on
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the output produced. This does not give a full insight into the model. Essentially the ranking
performance may still remain poor if model complexity is increased without focusing on the
quality of input metrics. To validate the utility of the new metric, we conducted experiments on
in-house Amazon product search dataset as well as one of the publicly available dataset. Our
experiments show a high correlation between FeCo and output metrics like NDCG. Furthermore,
we show that the metric can give more insight into the nature of the data. In this study we
have also explored the impact of FeCo change on model explainability. Though this study has
been performed for learning-to-rank models, this can also be extended to any other machine
learning models in large scale production setup.

2. Related Work

Learning-to-rank models are generally evaluated using output evaluation metrics which are
based on user interactions. Some of the common metrics include Discounted Cumulative Gain
(DCG) and Normalised DCG [1, 2], Rank-based precision [3], Expected reciprocal rank [4],
Expected browsing utility [5], Time-based gain [6], U-measure [7], INSQ [8],INST [9] and so
on. Recently user model based evaluations have been extended to session based evaluations
[10, 11]. Ranking models essentially try to simulate the user behaviour under operational
conditions. There has been some effort to understand and characterize user behaviour models
[12, 9]. [13] introduced an anchor-aware evaluation metric where user’s bias towards initial
values or starting points is taken into consideration for evlauation of IR systems.

On the other hand, recently there has been a lot of effort on model explainability to get
better insight into machine learning based retrieval models. Estimating feature importances
in model training using SHAP values, has been widely used for model explanation [14]. For
latent factor models, explanability has been attempted by aligning each latent factor with an
explicit meaning such as item features [15, 16, 17]. Recently many neural algorithms have been
developed with explainable recommendations. [18] proposed to explain recommender models
by highlighting important words in user reviews. In [19, 20] model explanation is achieved
by ranking user review sentences. [21, 22] proposed a visual recommendation approach by
highlighting the important regions in the image. It is evident from the existing literature that
input features play an important role in model performance. However, quality of input features
are rarely considered while evaluating the learning models. Our work is novel in the sense that
we give a simple measure of feature quality that can be indicative of the output performance of
the model and affect the internal working of the model.

3. FeCo Design

FeCo metric computation involves three main steps. In the first step, we sample data instances
from past user logs for the required period of time. This is followed by feature extraction step
and finally the computation of the metric. In the following subsections, we provide the details
of each of the steps.



3.1. Data Sampling

Since real world e-commerce applications may witness a high amount of traffic daily, we propose
to sample a smaller set of events from the actual user logs on which we measure FeCo. Some
of the popular sampling techniques are 1) random sampling 2) stratified and cluster sampling
and 3) systematic sampling. Reservoir sampling is another popular sampling technique mostly
applicable in case of sampling from streaming data. Though our use case also involves streaming
data, we perform the metric computation in offline setup rather than in real time. Our sampling
approach is close to systematic sampling. Since the traffic varies across a day in e-commerce
sites, we propose to pick a few time windows across a day and sample a fixed set of instances
from each window. We compared different strategies by varying the number of windows in a day
and number of samples from each window. We set the window size to be of 10 minutes duration.
Based on our study we found that 8 uniformly distributed windows with 200K samples from
each window to be a close approximation to the actual traffic distribution. We used this strategy
to sample data points from daily logs for FeCo computation. Note that this configuration can be
varied based on the nature of different e-commerce stores.

3.2. FeCo Computation

In theory, FeCo can be computed on any input feature to a ranking model. However to have more
meaningful insights into ranking performance, we select a few features for FeCo computation.
We prefer to compute FeCo for features which are important contributors to ranking models
and are user-centric in nature. Feature coverage or FeCo measures the percentage of events
where the feature has non-zero value compared to all the events. Here an event simply refers to
a search event where a user visits an e-commerce site, performs some keyword search and gets
a list of ranked products. Such events are generally logged in the search backend for purpose
of future model training. We extract the required feature values for the sampled events and
compute FeCo for the same using equation 1.

𝐹𝑒𝐶𝑜𝑓 =

∑︀𝑆
𝑖=0 I𝑓 (𝑒𝑣𝑒𝑛𝑡)∑︀𝑆

𝑖=0 𝑒𝑣𝑒𝑛𝑡
(1)

where

I𝑓 (𝑒𝑣𝑒𝑛𝑡) =

{︃
1 if 𝑓(𝑒𝑣𝑒𝑛𝑡) > 0

0 otherwise
(2)

In equation 1 and 2, 𝐹𝑒𝐶𝑜𝑓 , stands for FeCo score for feature 𝑓 , 𝑆 is the number of events
sampled. Here we have considered the threshold for coverage to be greater than 0. Based on
the nature of the feature, one may also consider the threshold to be the mean or median of the
feature values. FeCo can be measured as a percentage by multiplying the score with 100.

Since FeCo is used for tracking and measuring feature quality health, it is important to ensure
that it is stable and movable. Based on our study on in-house Amazon dataset, we observed that
the FeCo score on user engagement based signals show considerable variation between days. In
order to get a smooth trend, we compute a moving average of the score over a 7 days window.



Table 1
Impact of FeCo drop on NDCG

Feature Drop in Coverage NDCG@4 (%drop) NDCG@8 (%drop)

full data 0.569 0.572
cols-15 5% in test data 0.553 (2.81%) 0.559 (2.27%)
cols-15 25% in test data 0.553 (2.81%) 0.559 (2.27%)
cols-109 5% in test data 0.551 (3.16%) 0.561 (1.92%)
cols-109 25% in test data 0.550 (3.34%) 0.558 (2.45%)
cols-15 5% in train and test data 0.561 (1.4%) 0.567 (0.87%)
cols-15 25% in train and test data 0.560 (1.58%) 0.568 (0.69%)

4. Experiments

In this section we describe the datasets and the experiment performed with the proposed metric.

4.1. Dataset

We have performed our study on a sample of Amazon search data, comprising of query-product
pairs which were anonymized and post-processed to remove user specific information. For
computing FeCo, we extracted the query and product based features that are used in product
search ranking in Amazon. Additionally we have performed our study on the publicly available
MSLR-WEB10K [23] dataset. The study on the public dataset is done for purpose of research, to
show the generalization power and wider applicability of the proposed metric.

4.2. Relation between FeCo and NDCG metrics

In this experiment we tried to study the impact of FeCo on output NDCG metric. We performed
the experiment on public dataset WEB10K, and an in-house Amazon product search ranking
dataset. We trained a LightGBM model for ranking for both the datasets. In the first set, we
trained and evaluated the model using the standard available dataset, as our baseline. We then
reduced the coverage of a few top features in the test set, by setting their value to 0. We then
reduced the feature coverage in both the train and test set, retrained our model and computed
the NDCG metric. In all these cases, we used the same set of parameters for model training and
test. We have only reported NDCG@4 and NDCG@8 for our experiments. We varied the FeCo
score and reported the impact on NDCG in the Table 1 for Web10K dataset.

It is to be noted that the impact of FeCO on output metrics like NDCG also depends on the
type of model. For example some of the machine learning models like decision trees are more
robust to noisy data than other other models. More robust the model is to noisy data, lesser will
be the impact of FeCo score on output metrics. In this study we only present the results for
tree based LightGBM model[24]. Comparative study of the impact of FeCO on other types of
models is left as part of future scope.

In Table 2 we show the impact of coverage drop on NDCG for an internal Amazon search
dataset.



Table 2
Impact of FeCo drop on NDCG on Amazon data

Feature Drop in Coverage NDCG@4 (%drop) NDCG@8 (%drop)

full data 0.717 0.759
top-1 feature 25% in test data 0.701 (2.23%) 0.741 (2.37%)
top-1 feature 50% in test data 0.682 (4.88%) 0.723 (4.74%)
top random
feature

25% in test data 0.688 (4.04%) 0.734 (3.29%)

top random
feature

50% in test data 0.642 (10.46%) 0.693 (8.69%)

Figure 1: Feature importance curve of LightGBM model trained on actual Web10K dataset

4.3. Model Explanability with FeCo

Model explainability is often characterised by feature importance in trained model. In this
experiment we studied the effect of coverage on feature importance. As a baseline, we first
trained a LightGBM model on full training data. We then decreased the coverage of some of the
top important features and studied the effect on the feature importance.

In Figure 1 we show the baseline feature importance for the top few important features as
obtained from the LightGBM model trained on the actual dataset. We have used the standard
LightGBM library to compute the feature importances. We then decreased the feature coverage
of the top few features by 5 and observed that the importance of that feature drops significantly.
Moreover, the importances of the other features also change, indicating that the model undergoes
considerable changes by even a minor drop in feature coverage. In Figure 2 we show the feature
importance curve for Web10K dataset where the coverage of feature 𝑐𝑜𝑙𝑠_267 is decreased by
5%.



Figure 2: Feature importance curve of LightGBM model after 5% drop in coverage of cols_267 Web10K
dataset

We performed similar study with respect to the ranking model that powers product search in
Amazon. Decrease in FeCo leads to lesser contribution of the feature during model training. We
hence infer that a high FeCo score of all the ranking features helps the model to pick up the
right set of features and eventually improve ranking performance. In our study we also found
that FeCo drop in more important features has more impact on output NDCG compared to FeCo
drop in less important features. However whether there is a direct relationship between feature
importance and impact of FeCo drop requires more detailed analysis as feature importance
depends on other features and the prediction model. We leave this as a scope for our next study.

5. Usage of FeCo

5.1. Tracking Cold Start with FeCo

It has been found in practice, that ranking models perform better when they leverage past
customer engagement data for query-item pairs, besides the item metadata features. However
past engagement signals when used in ranking models, give rise to an inherent bias where more
a product is clicked in the past, the more it has a chance of being ranked higher up, eventually
giving rise to cold start problem for new products with lesser customer engagement. A direct
comparison of FeCo on engagement based ranking features for cold start products and older
relevant products would help in understanding the cold start impact. Tracking FeCO over a



Figure 3: Comparison of FeCo on behavioural features for Old vs New Product

period of time, can help in understanding the growth of engagement based features coverage
for new ASINs. For large scale e-commerce search engines FeCo can quantify the magnitude
of cold start problem and also track the reduction in cold start over time. In the figure 3 we
show a comparison between FeCo on behavioural features for some old versus new products in
Amazon, tracked over a period of time.

5.2. Tracking customer behaviour OR overall ranking improvements in newly
launched locations

E-commerce systems also suffer from a generic cold start problem when launched in new
locations. Since towards the beginning of a launch the customer base is small, it does not
give rise to significant engagements that can potentially improve ranking. Due to this ranking
models often rely on metadata features only for such scenarios. Over time the engagement
based features start getting more coverage and tends to contribute more towards ranking. FeCo
can be used in such case to track the feature dynamics in newly launched locations.

In general, FeCo can be used for monitoring feature health in large scale applications. It
is also insightful to study FeCo across different segments like product groups, head/torso/tail
queries, regions, etc.

6. Conclusion

In this paper we explored the feature coverage metric aka FeCo for evaluation of ranking
features in production e-commerce applications. Through this study we show that this simple
metric has a strong correlation with output metrics and model explainability through feature
importance. In the future scope we would like to attempt to unify FeCo with output metrics
like NDCG to have a single metric for overall model evaluation. We would further like to study
the impact of FeCo on output for different types of models and also for applications beyond
ranking.
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