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Abstract
Phrasal Verbs (PVs) constitute a peculiar feature of the English language and represent a challenge for both language learners
and computational models because of their complex and idiomatic nature, which has made them appear unsystematic
and unpredictable. Recently, Cognitive Linguistics has offered a more systematic explanation of the semantics of PVs by
relating their non-compositional meanings to the metaphorical extensions of the particle’s meaning. In order to assess the
computational suitability of this approach using Distributional Semantics, we analyzed three different semantic spaces to
understand how PVs and particles are represented and whether any of the embeddings capture the significance of particles
in the semantics of the entire construction. The results indicate that phrase embeddings are effective in representing the
meanings of PV constructions, while word embeddings excel at capturing particle meanings and additionally support the
Cognitive Linguistics hypothesis. Since improving the semantic representation of PVs can benefit various NLP applications,
further research is necessary to validate these findings.
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1. Introduction
Phrasal Verbs (PVs) represent a distinctive peculiarity of
the English language and are defined as a lexicon unit
composed of a verb (e.g. look) and a particle (e.g. out),
whose meaning is often non-compositional (e.g. look out
means ’to beware’) [1, 2]. PVs comprise a significant por-
tion of the verb vocabulary [3] and are commonly used in
everyday language, particularly in spoken and informal
contexts [4, 5]. In addition, they are highly productive,
with new ones continually being coined to reflect societal
changes (e.g. google up) [6]. They are also characterized
by their polysemy, with each phrasal verb having mul-
tiple meanings on average [5]. To further enhance their
complexity, for a long time, linguists and grammarians
have claimed that the selection of verb and particle in
the PV construction is totally unsystematic and unpre-
dictable [6, 7, 8], therefore the traditional pedagogical
approach to PVs has always been based on memorization
of the verb-particle combination and the corresponding
meaning causing a general discouragement of learners
around PVs. Recent research in Cognitive Linguistics,
however, has proposed a more systematic explanation
of the association between these verb-particle combina-
tions and their apparently randomly assigned idiomatic
meaning, by suggesting that it is the particle (in particu-
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lar its metaphorically extended meaning [9]) that plays a
crucial role in shaping the overall meaning of the PV [2].
Given that this approach has shown promising results in
language learning [10], and that computational models
of language face difficulties that are similar to English
as a Second Language (ESL) learners in understanding
the semantic complexity of PVs, we wanted to examine
whether such Cognitive Linguistics account holds also
from a Distributional Semantics perspective, where the
representation of words’ meanings and semantic rela-
tionship have repeatedly been proved to be similar to the
way they are represented in the human cognitive system
[11]. With this aim, we analysed three different semantic
spaces –word embeddings, phrase embeddings and POS-
tagged embeddings– to determine the most accurate way
of representing PVs and particles and whether the Cog-
nitive Linguistics hypothesis was accounted for in any
of them. The importance of the particle in shaping the
meaning of PVs was confirmed but the results appeared
to vary across the different semantic spaces, suggesting
the need for further and more detailed research.

2. Related Works
Phrasal Verbs have for long been a hot topic among
linguists and lexicographers who have largely debated
on their definition and classification, proposing various
theories based on their syntactic and semantic features
[6, 12, 4, 13, 14]. Corpus linguistics has also played a cru-
cial role in studying PVs, providing insights into their fre-
quency and meaning distribution, thus aiding language
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teacher by identifying the most frequently used PVs and
their meanings [4, 5, 15, 16, 17]. However, to develop
effective teaching strategies for PVs, it is essential to con-
sider the cognitive processes involved in storing and re-
trieving these structures from the mental lexicon and that
is where the Cognitive Linguistics approach comes into
play offering a new perspective that considers PVs as con-
ceptually motivated constructions rather than arbitrary
combinations [18, 19, 20, 2, 21]. This account is based on
one of the cornerstones of Cognitive Linguistics which
is Metaphor Theory. According to this view, metaphors
play a fundamental role in conceptualization and think-
ing as they allow us to understand and experience ab-
stract concepts by mapping them onto concrete entities
that we can bodily perceive [9]. In the case of PVs, the
Cognitive Linguistics account considers the metaphorical
extension of the particle’s literal meaning as responsi-
ble for the idiomatic meaning of the entire construction
[2, 22], unlike traditional approaches that often neglect
the semantic role of particles, and function words more
in general [23]. According to this view, the prototypical
meaning of particles, which is usually related to spatial lo-
cations and orientations, can be metaphorically extended
to abstract non-physical domains that are thought of in
terms of space, such as attitudes, knowledge, completion,
or increase [2]. For example, the particle “UP" literally
denotes a physical upward motion (e.g. to pick up), but
can be used to denote a number of abstract domains that
we categorize assigning (spatial) values along a vertical
line such as temperature, ranks, attitudes, knowledge etc.
Therefore, the metaphorical extension of ’UP’ can indi-
cate improvement (e.g. to brush up), higher visibility and
accessibility (e.g. to turn up), completion (e.g. to fill up),
and reaching a a boundary (e.g. to be fed up) [2]. This per-
spective allows to get insights into the systematicity and
predictability of PVs’ semantics and demonstrates that id-
iomatic and polysemous meanings of PVs are connected
through a network of senses derived from the prototypi-
cal meaning of the particle. Empirical studies have shown
that adopting this more cognitively plausbile approach
in the instruction of PVs can benefit ESL learners as it
helps them grasp the relationship between idiomatic and
literal meanings of PVs thus facilitating the processing
and acquisition of these constructions [24, 25, 26, 27, 10].
Having briefly discussed the Cognitive Linguistics per-
spective concerning the semantics of PVs, we now briefly
explore how the meaning of PVs is processed computa-
tionally, adopting a Distributional Semantics approach.
Distributional Semantics is a computational approach
to language meaning where words are represented as
distributional vectors in a semantic space based on their
contextual usage. The underlying assumption, referred
to as the Distributional Hypothesis [28], is that words
that occur in similar contexts tend to purport similar
meanings and that the semantic similarity between two

words can be measured as the geometrical distance be-
tween the vectors representing such words (for a more
detailed explanation of the different frameworks see [11];
[29]). Even though this approach works extremely well
for representing the meaning of single words, it faces
some challenges when representing the meaning of PVs
and multi-word expressions more in general due to their
non-compositional and often polysemous meaning. Most
studies addressed this issue by developing strategies to
detect compositionality using dictionary-based [30, 31]
and distributional similarity methods [32, 33, 34]. While
providing effective working solutions, these compensa-
tion strategies do not fix the root problem at the level
of semantic representation. Recently, DS has been ex-
tended to incorporate larger units, such as multi-word
expressions and phrases, thus creating more informative
embeddings and leading to better performance in NLP
tasks [35, 36, 37, 38]. It is against this background that
we framed our research questions and decided to inves-
tigate which type of embeddings could better represent
the complex semantics of PVs and whether the distri-
butional semantic space manages to capture the role of
the particle’s meaning in shaping the meaning of the en-
tire construction, as posited by the Cognitive Linguistics
account.

3. Methodology
In order to investigate how the semantics of PVs is rep-
resented within the Distributional Semantics framework,
and more specifically to test whether distributed repre-
sentations can capture the importance of particles in PV
constructions, as suggested by the Cognitive approach,
we analyzed three types of embeddings:

Word embeddings: we selected the pre-trained word vec-
tors released by Google1, which are 300-dimensional vec-
tors trained using a Skip-gram model on a portion of the
Google News dataset, with a window-size of 5. The Skip-
gram model was selected because it has shown superior
performance in semantic tasks compared to other models
like CBOW, NNLM, and RNNLM [39]. The window-size
of 5 allows capturing broader semantic information be-
yond immediate context, which is suitable for investigat-
ing the semantics of PVs with separable particles [40].
The vector size of 200-300 dimensions strikes a balance
between informativeness and computational complexity
[41].

Phrase embeddings: we selected the embeddings for
generalized phrases introduced by [38]. They collected
two-word phrases, categorized them as continuous or
discontinuous, and trained a Skip-gram model to learn

1https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTT-
lSS21pQmM/edit?resourcekey=0-wjGZdNAUop6WykTtMip30g



embeddings for both words and phrases. They showed
that phrase embeddings outperformed word embeddings
in semantic tasks, demonstrating their better represen-
tative power for such multi-word expressions, because
considering them as linguistic units allows to capture
the attributes of their real contexts of usage and thus to
create accurate semantic representations that account for
their non-compositional meaning.

POS-tagged embeddings: we included POS-tagged em-
beddings in our analysis to test whether building iso-
late representations for particles, distinguishing their
occurrences in PV constructions from those of the same
words used as prepositions or adverbs, would lead to
more accurate semantic representation of the entire PV
and could account for the Cognitive Linguistics hypoth-
esis. We selected the English TreeTagger [42] trained
on the PENN Treebank [43], which includes a specific
tag for particles (RP) and used the BNC corpus for train-
ing. To ensure accurate identification of particles, we
cross-checked the TreeTagger annotations comparing
it with the dependency parsing annotation performed
with SpaCy Dependency Parser [44] and corrected any
misclassifications. Finally, we trained Word2vec on the
double-checked POS-tagged BNC data with a Skip-gram
architecture, a window size of 5, and 300-dimensional
vectors. In compliance with the hyperparameter setting
of word embeddings, we adopted the Skip-gram archi-
tecture, setting the window-size to 5 and the vectors’
dimension to 300 [39].

4. Experiments
We conducted exploratory analyses on the three different
semantic spaces to investigate how PV constructions and
particles are distributionally represented. We selected
as target verbs the 150 most frequent PVs identified by
previous corpus-based studies [15]. To determine the
meanings of these PVs, we referred to the PHaVE List
[16], which provides key meaning senses based on fre-
quency distributions. Similarly, we addressed the chal-
lenge of representing particle meanings, which are often
overlooked in Distributional Semantics, by turning to [2]
work for detailed meaning descriptions of particles and
we selected simplified synonyms to evaluate the accuracy
of particles’ semantic representations. For both PVs and
particles, we evaluated their meaning representation us-
ing cosine similarity measures. The final lists of particle
meanings used in our analysis can be found in Appendix
A, while in Appendix B we reported a sample of PVs
that were used in our analysis with the corresponding
meanings selected from the PHaVE List [16]. Having de-
fined the meaning of reference for PVs and particles, we
designed three types of analyses to answer our research
questions.

4.1. Semantic representation of PVs
In order to examine how the meaning of PVs is repre-
sented in the different semantic spaces, we measured
the cosine similarity between the PV vectors and the
vectors representing their possible meanings, as adapted
from the PHaVE List [16] (see Appendix B for a few
examples). If a single meaning consisted of multiple syn-
onyms (e.g. for the PV look out the first meaning is rep-
resented by the pair observe/contemplate), we obtained
the similarity score by summing the similarities of the
PV with each synonym (i.e. sim(look_out - meaning 1)
= sim(look_out - observe) + sim(look_out - contemplate)).
In cases where the selected synonyms were multi-word
expressions (e.g. for the PV give out the meaning 2 make
public), in word and POS-tagged embeddings we obtained
the vectors by summing the individual word vectors (i.e.
vect(make_public = vect(make) + vect(public)), while for
phrase embeddings, we checked if the multi-word ex-
pression was represented as a generalized phrase in the
embeddings. If so, we used the corresponding embedding;
otherwise, we obtained the vector through summation,
similar to word and POS-tagged embeddings (for an ex-
planation of the additive property of vectors see [39]).

4.2. Semantic representation of particles
In order to examine if and how the meaning of parti-
cles is represented in the different semantic spaces, sim-
ilarly to the analysis conducted for PVs, we computed
the cosine similarity between the vectors representing
each particle and their possible meanings, adapted from
[2]. If the meanings of particles consisted of multi-word
expressions (e.g., for the particle up the corresponding
meaning positive verticality), we obtained the vectors
for the entire phrase by summing the individual word
vectors (e.g., vect(positive_verticality = vect(positive) +
vect(verticality)). Likewise, if the meaning of a particle
was described by multiple synonyms (e.g., for the parti-
cle on the pair contact/continuation), also in this case we
computed the similarity score by summing the similarity
of the particle with each synonym (i.e., sim(on - meaning)
= sim(on - contact) + sim(on - continuation)) [39].

4.3. Verb vs particle in the semantic
representation of PVs

In order to test whether the distributional representations
of meanings successfully capture the cognitive peculiar-
ity of PVs’ semantics, specifically the fact that particles
play a significant role in shaping the meaning of the en-
tire construction compared to the verb proper [2], we
compared the similarity between the particle and the verb
proper with the whole PV construction. For instance, con-
sidering the PV set up if the distributional representation



effectively captures the Cognitive Linguistics account
of PVs’ semantics, we would expect the cosine similar-
ity score between the entire PV and the particle (sim(set
up–up)) to be higher than that between the PV and the
verb proper (sim(set up–set)). In other words, the vector
representing the meaning of the PV should be more sim-
ilar, and therefore closer, to the vector representing the
particle than to the vector representing the verb proper.

5. Results
Since one of the primary objectives of this work was to
understand what could be the most appropriate way to
build a distributional semantic representation of PVs that
truthfully accounts for their complex semantics, we will
now briefly2 present and discuss the results of the three
types of analyses that were carried out comparing the
results obtained with the three semantic spaces.

5.1. Semantic representation of PVs
When evaluating the similarity between the PVs and their
meanings to assess the quality of the semantic representa-
tion, overall significance was not high in any embeddings.
However, phrase embeddings outperformed the others
as they showed higher similarity scores for PV-meaning
pairs (32%) compared to word (27%) and POS-tagged (17%)
embeddings (see Table 1 for an example). This might be
explained by the fact that phrase embeddings treat PVs
as a single unit, capturing their real contexts of usage
and therefore represent their semantic complexity more
accurately. Conversely, word and POS-tagged embed-
dings, which summed the verb and particle vectors, fell
short in capturing the full meaning of PVs. In conclusion,
phrase embeddings proved to be the most suitable for
representing PV semantics.

Table 1
Sample of our results showing the similarity scores obtained
with the three different embeddings for the PV take out and
its corresponding three meanings remove, invite, obtain. The
highest similarity scores highlighted in bold are obtained, in
all three cases, with phrase embeddings.

Meanings
take out

Similarity scores
Word-e Phrase-e POS tag-e

remove 0.2918 0.3894 0.2422
invite 0.2773 0.3491 0.0819
obtain 0.2153 0.2319 0.0467

2For the sake of brevity, just a sample of the results is reported herein,
for a comprehensive overview and a more detailed analysis see [45].

5.2. Semantic representation of particles
When evaluating the similarity between the particles
and their meanings, we obtained similarity scores that
were overall below the 0.5 significance threshold across
the three types of embeddings. Surprisingly, comparing
the results, word embeddings performed best, followed
by phrase embeddings, while POS-tagged embeddings
showed very poor performance (see Table 2 for a sample
of the results). This was unexpected because it is only
in POS-tagged embeddings that we could represent par-
ticles in isolated vectors, therefore they were supposed
to capture more precisely their meaning. Conversely, in
word embeddings the meaning representation of parti-
cles was collapsed in a single vector that included also
occurrences of the same words when used with different
syntactic functions (i.e. prepositions or adverbs), while
in phrase embeddings the vectors representing the parti-
cle was actually built excluding the occurrences of the
words as particles because those where captured within
the phrase-vectors themselves. These findings point to
two possible conclusions which are not mutually exclu-
sive but rather complementary: on the one hand, they
suggest that for building distributional representation of
words that occur frequently in different syntactic roles
–such as particles, and function words more in general–
collapsing all the occurrences within a single vector rep-
resentation might lead to better capturing their meaning,
and on the other, they hint that particles used in PVs may
have a core (prototypical) meaning that transcends their
syntactic role, aligning with the Cognitive Linguistics
hypothesis [2].

Table 2
Sample of our results showing the similarity scores obtained
with the three types of embeddings for the particle on and its
corresponding two meanings contact (m1) and continuation
(m2), as well as the total meaning obtained by computing the
similarity between the particle and the collapsed vector of the
two meanings (see Section 4.2) The highest similarity scores,
highlighted in bold, are obtained with word embeddings.

Meanings
on

Similarity scores
Word-e Phrase-e POS tag-e

contact 0.0388 0.0284 -0.0122
continuation 0.1421 0.1075 -0.0345

tot meaning
v(m1) + v(m2)

0.1809 0.1359 -0.0467

5.3. Verb vs particle in the semantic
representation of PVs

In the final analysis, we compared the similarity between
the PV and the particle and the PV and the verb across the
three types of embeddings to test whether any of them



Table 3
Sample of our results showing the similarity scores obtained
with the three types of embeddings for the verb take out com-
pared to the verb proper (take) and the particle (out). The
highest similarity scores, highlighted in bold, are obtained
with word embeddings.

Similarity scores
PV Embeddings PV – v PV – prt

take out
word 0.784 0.714
phrase 0.476 0.373
POS-tagged 0.645 0.685

supported the Cognitive Linguistics hypothesis about the
role of particles in PV semantics. Broadly speaking, as
expected word and POS-tagged embeddings performed
better than phrase embeddings. They both gave over-
all significant similarity scores but showed the opposite
patterns of similarity (see Table 3 for an example). In-
deed, while in word embeddings it is the verb proper that
resulted to be more similar to the PV compared to the
particle, the opposite is true for POS-tagged embeddings
where it is the particle that resulted to be more similar to
the PV compared to the verb proper. These contrasting
patterns align respectively with the traditional view and
with the Cognitive Linguistics view (Section 2) on PVs
meaning, and suggest that in a semantic space in which
particles are accurately (i.e. separately) represented, the
Cognitive Linguistic view claiming the higher signifi-
cance of the particle (vs the verb proper) in shaping the
PVs meaning, is supported and accounted for.

6. Conclusion and Future
Directions

The aim of this work was to analyze the distributional
representation of PVs from a Cognitive Linguistics per-
spective. More specifically we wanted to examine three
different semantic spaces (word embeddings, phrase em-
beddings and POS-tagged embeddings) using simple vec-
tor combination (sum) and mathematical computations
(cosine similarity) to evaluate whether: 1) the meaning
of the PV construction is properly represented; 2) the
particles’ embeddings truthfully capture their meaning;
3) the greater role of the particle in shaping the seman-
tics of the PV, as posited by the Cognitive Linguistics
approach, is accounted for. The current results showed
that, as expected, phrase embeddings performed best in
capturing the complex semantics of PVs, supporting the
idea of treating PVs as single tokens when training the
embeddings so as to capture the true context of occur-
rence and obtain more accurate meaning representation
that account also for the less compositional meanings.

As far as particles are concerned, word embeddings

outperformed both phrase and POS-tagged embeddings.
These results were unexpected because we anticipated
better performance from POS-tagged embeddings, which
were designed to isolate particle occurrences. We iden-
tified different possible explanations for these results,
including limitations in integrating POS-tag information
(that reduces the number of occurrences) compared to
including occurrences with different syntactic functions,
the issues related to the general difficulty of represent-
ing function words and also the possibility that words
used as particles carry a unique core meaning regardless
of their syntactic functions. Further research is needed,
along these lines, to disentangle these factors and under-
stand what could be the most effective way to represent
particles and function words in Distributional Semantics.

Finally, the results of the third and last type of anal-
ysis, that was designed precisely to test the Cognitive
Linguistics claim on the role of the particle, showed that
when separate vector representations are built for parti-
cles, i.e. distinguishing the occurrences of the same words
with other syntactic functions, as was the case with POS-
tagged embeddings, particles do appear to play a greater
role than the verbs proper in the semantics of the PVs.
Conversely, when the vector representation of particles is
less accurate, i.e. includes occurrences of the same words
with other syntactic functions, as it was the case with
word embeddings, it is the verb proper that appears to
be more crucial in the semantics of the PV in most cases.

Overall our findings align with the literature, in that
they support the idea that vectors for PVs should be
treated as single tokens rather than splitting them into
individual words [38] and that representing the meaning
of particles is challenging, justifying their removal in
many NLP applications [46]. However, we believe that
understanding how to build appropriate semantic rep-
resentations for particles is crucial for analyzing their
contribution to larger constructions, such as PVs. In or-
der to do so, future studies can explore different types
of embeddings and testing whether refining POS-tagged
embeddings (for example by weighting each POS-tag fea-
ture according to the task or alternatively using Neural
Networks for combining these features into a unique
meaningful hidden representation) could improve repre-
sentation accuracy and thus lead to better performance
of the models in specific semantic tasks.

Last but not least, our results provide initial evidence
supporting the Cognitive Linguistics account of PV se-
mantics from a Distributional Semantic perspective, al-
though further confirmation is needed. Adopting the
Cognitive Linguistics approach to PVs in education and
leveraging NLP applications in this direction can facil-
itate the acquisition of this complex English structure
for ESL learners. Additionally, capturing and represent-
ing PV meanings and the semantic roles of their com-
ponents can benefit NLP tasks involving semantic and



morphosyntactic relations (such as machine translation,
question-answering, summarization, automatic synonym
detection, etc.). For these reasons, we hope this work
stimulates further advanced research in this area, lever-
aging the insights from Cognitive Linguistics and Com-
putational Linguistics.

A. Appendix A. Particle’s
meanings

List of particles’ meanings adapted from [2] that were
used for the analysis.

Particles Meanings
on contact/continuation
up positive verticality/increasing/completing
back returning/past
out leaving/exhaustion
in entering/being inside
down negative verticality/decreasing/ending
off separation
ahead progressing
over crossing/overcoming
a/round vicinity/proximity
through crossing/completing
about dispersion
along parallel/accompanying

B. Appendix B. Sample of PVs’
meanings

Small sample of PVs-meanings pairs as extracted from
the PHaVE list [16].

PV Meaning 1 Meaning 2 Meaning 3
get up rise
take out remove invite obtain
go down move decrease go

look out
observe /
contemplate

take care /
protect

give out give make public
collapse /
fail

Acknowledgements
We acknowledge the support of the PNRR project FAIR -
Future AI Research (PE00000013), under the NRRP MUR
program funded by the NextGenerationEU.

References
[1] S. Thornbury, How to teach vocabulary, Pearson

Education India, 2006.
[2] B. Rudzka-Ostyn, Word power: Phrasal verbs

and compounds: A cognitive approach, Walter de
Gruyter, 2008.

[3] W. Li, X. Zhang, C. Niu, Y. Jiang, R. K. Srihari, An ex-
pert lexicon approach to identifying english phrasal
verbs, in: Proceedings of the 41st Annual Meeting
of the Association for Computational Linguistics,
2003, pp. 513–520.

[4] D. Biber, S. Johansson, G. Leech, S. Conrad, E. Fine-
gan, Longman grammar of spoken and written en-
glish, 1999.

[5] D. Gardner, M. Davies, Pointing out frequent
phrasal verbs: A corpus-based analysis, TESOL
quarterly 41 (2007) 339–359.

[6] D. L. M. Bolinger, The phrasal verb in English, Cam-
bridge University Press, 1971.

[7] L. Lipka, Semantic structure and word-formation
(1972).

[8] K. A. Sroka, The syntax of English phrasal verbs,
volume 129, Walter de Gruyter GmbH & Co KG,
2016.

[9] G. Lakoff, M. Johnson, Metaphors we live by, Uni-
versity of Chicago press, 2008.

[10] B. J. White, A conceptual approach to the instruc-
tion of phrasal verbs, The Modern Language Jour-
nal 96 (2012) 419–438.

[11] A. Lenci, et al., Distributional semantics in lin-
guistic and cognitive research, Italian journal of
linguistics 20 (2008) 1–31.

[12] R. Quirk, S. Greenbaum, G. Leech, J. Svartvik, A
comprehensive grammar of the english language:
Longman group limited (1985).

[13] M. C. Murcia, D. L. Freeman, The grammar book,
Heinle & Heinle Publishers, 1999.

[14] C. M. Darwin, L. S. Gray, Going after the phrasal
verb: An alternative approach to classification,
Tesol Quarterly 33 (1999) 65–83.

[15] D. Liu, The most frequently used english phrasal
verbs in american and british english: A multicor-
pus examination, Tesol Quarterly 45 (2011) 661–
688.

[16] M. Garnier, N. Schmitt, The PHaVE list: A peda-
gogical list of phrasal verbs and their most frequent
meaning senses, Language Teaching Research 19
(2015) 645–666.

[17] D. Liu, D. Myers, The most-common phrasal verbs
with their key meanings for spoken and academic
written english: A corpus analysis, Language Teach-
ing Research 24 (2020) 403–424.

[18] S. J. Lindner, A lexico-semantic analysis of English
verb particle constructions with out and up, Uni-



versity of California, San Diego, 1981.
[19] A. Tyler, V. Evans, The semantics of English prepo-

sitions: Spatial scenes, embodied meaning, and cog-
nition, Cambridge University Press, 2003.

[20] G. Lakoff, Women, fire, and dangerous things: What
categories reveal about the mind, University of
Chicago press, 2008.

[21] É. Kovács, The traditional vs. cognitive approach
to english phrasal verbs, Journal of Linguistics 1
(2011) 141–160.

[22] D. Thom, How to teach phrasal verbs using con-
ceptual metaphors (2017).

[23] T. Baldwin, V. Kordoni, A. Villavicencio, Preposi-
tions in applications: A survey and introduction
to the special issue, Computational Linguistics 35
(2009) 119–149.

[24] A. Kurtyka, M. Putz, S. Niemeier, R. Dirven, Teach-
ing english phrasal verbs: A cognitive approach,
Applied cognitive linguistics 2 (2001) 29–54.

[25] N. Condon, How cognitive linguistic motivations
influence the learning of phrasal verbs, Applica-
tions of cognitive linguistics 6 (2008) 133.

[26] S. Yasuda, Learning phrasal verbs through con-
ceptual metaphors: A case of japanese efl learners,
Tesol Quarterly 44 (2010) 250–273.

[27] H. Lee, Concept-based approach to second lan-
guage teaching and learning: Cognitive lingusitics-
inspired instruction of English phrasal verbs, The
Pennsylvania State University, 2012.

[28] Z. S. Harris, Distributional structure, Word 10
(1954) 146–162.

[29] B. H. Partee, Formal semantics: Origins, issues,
early impact, Baltic International Yearbook of Cog-
nition, Logic and Communication 6 (2011) 13.

[30] D. Lin, Automatic identification of non-
compositional phrases, in: Proceedings of the 37th
annual meeting of the Association for Computa-
tional Linguistics, 1999, pp. 317–324.

[31] C. Bannard, T. Baldwin, A. Lascarides, A statistical
approach to the semantics of verb-particles, in: Pro-
ceedings of the ACL 2003 workshop on Multiword
expressions: analysis, acquisition and treatment,
2003, pp. 65–72.

[32] D. McCarthy, B. Keller, J. A. Carroll, Detecting a
continuum of compositionality in phrasal verbs, in:
Proceedings of the ACL 2003 workshop on Multi-
word expressions: analysis, acquisition and treat-
ment, 2003, pp. 73–80.

[33] S. N. Kim, T. Baldwin, Detecting compositionality of
english verb-particle constructions using semantic
similarity, in: Proceedings of the 7th Meeting of the
Pacific Association for Computational Linguistics
(PACLING 2007), Citeseer, 2007, pp. 40–48.

[34] D. Kiela, S. Clark, Detecting compositionality of
multi-word expressions using nearest neighbours

in vector space models, in: Proceedings of the
2013 conference on empirical methods in natural
language processing, 2013, pp. 1427–1432.

[35] M. Baroni, R. Zamparelli, Nouns are vectors, ad-
jectives are matrices: Representing adjective-noun
constructions in semantic space, in: Proceedings
of the 2010 conference on empirical methods in
natural language processing, 2010, pp. 1183–1193.

[36] J. Mitchell, M. Lapata, Composition in distributional
models of semantics, Cognitive science 34 (2010)
1388–1429.

[37] R. Socher, B. Huval, C. D. Manning, A. Y. Ng, Se-
mantic compositionality through recursive matrix-
vector spaces, in: Proceedings of the 2012 joint
conference on empirical methods in natural lan-
guage processing and computational natural lan-
guage learning, 2012, pp. 1201–1211.

[38] W. Yin, H. Schütze, An exploration of embeddings
for generalized phrases, in: Proceedings of the ACL
2014 Student Research Workshop, 2014, pp. 41–47.

[39] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado,
J. Dean, Distributed representations of words and
phrases and their compositionality, Advances in
neural information processing systems 26 (2013).

[40] O. Levy, Y. Goldberg, Dependency-based word em-
beddings, in: Proceedings of the 52nd Annual Meet-
ing of the Association for Computational Linguis-
tics (Volume 2: Short Papers), 2014, pp. 302–308.

[41] J. Pennington, R. Socher, C. D. Manning, Glove:
Global vectors for word representation, in: Proceed-
ings of the 2014 conference on empirical methods
in natural language processing (EMNLP), 2014, pp.
1532–1543.

[42] H. Schmid, Probabilistic part-ofispeech tagging
using decision trees, in: New methods in language
processing, 2013, p. 154.

[43] M. Marcus, B. Santorini, M. A. Marcinkiewicz,
Building a large annotated corpus of english: The
penn treebank (1993).

[44] M. Honnibal, M. Johnson, An improved non-
monotonic transition system for dependency pars-
ing, in: Proceedings of the 2015 conference on
empirical methods in natural language processing,
2015, pp. 1373–1378.

[45] M. Donati, Phrasal verbs in distributional semantics:
a cognitive linguistics analysis, 2022.

[46] R. Feldman, J. Sanger, The text mining handbook:
advanced approaches in analyzing unstructured
data, Cambridge university press, 2007.


	1 Introduction
	2 Related Works
	3 Methodology
	4 Experiments
	4.1 Semantic representation of PVs
	4.2 Semantic representation of particles
	4.3 Verb vs particle in the semantic representation of PVs

	5 Results
	5.1 Semantic representation of PVs
	5.2 Semantic representation of particles
	5.3 Verb vs particle in the semantic representation of PVs

	6 Conclusion and Future Directions
	A Appendix A. Particle's meanings
	B Appendix B. Sample of PVs' meanings

