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Abstract
Word alignment plays a crucial role in several Natural Language Processing tasks, such as lexicon injection and cross-lingual
label projection. The evaluation of word alignment systems relies heavily on manually-curated datasets, which are not always
available, especially in mid- and low-resource languages. In order to address this limitation, we propose XL-WA, a novel
entirely manually-curated evaluation benchmark for word alignment covering 14 language pairs. We illustrate the creation
process of our benchmark and compare statistical and neural approaches to word alignment in both language-specific and
zero-shot settings, thus investigating the ability of state-of-the-art models to generalize on unseen language pairs. We release
our new benchmark at: https://github.com/SapienzaNLP/XL-WA.
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1. Introduction
Word alignment is the computational task of identify-
ing translation correspondences at word and multi-word
level between parallel sentences [1, 2]. Historically, word
alignment played a crucial role in Statistical Machine
Translation [3, 4, SMT]. However, while SMT has been
replaced by end-to-end neural architectures which at-
tain considerably higher performances, word alignment
– also thanks to novel neural approaches – still plays
a crucial role in many other Natural Language Process-
ing (NLP) tasks, such as lexicon injection and, most im-
portantly, cross-lingual annotation projection [5]. For
instance, Procopio et al. [6] recently proposed a state-of-
the-art approach to cross-lingual label projection based
on word alignment which allows high-quality sense-
tagged datasets to be produced automatically. Further-
more, word alignment has also been leveraged effectively
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to create silver datasets, not only for Word Sense Disam-
biguation [7, 8, WSD] but also for other semantic tasks,
such as Semantic Role Labeling [9, 10, SRL], thereby ad-
dressing the knowledge acquisition bottleneck [11], es-
pecially when dealing with mid- and low-resource lan-
guages.

While, on the one hand, current architectures for word
alignment are achieving increasingly better performance,
on the other hand, the lack of high-quality manual data in
multiple languages significantly limits their potential and
scalability. With a view to addressing the aforementioned
drawbacks, our contributions are as follows:

1. We propose a fully manually-annotated evalua-
tion benchmark for word alignment with a to-
tal of 14 language pairs, each composed of En-
glish and one of the following languages: Ara-
bic, Bulgarian, Chinese, Danish, Dutch, Estonian,
Hungarian, Italian, Korean, Portuguese, Russian,
Slovenian, Spanish and Swedish.

2. We experiment with statistical and neural ap-
proaches to word alignment and evaluate them
against our newly created benchmark.

3. We demonstrate that the concatenation of our
novel datasets can be exploited effectively to train
a neural approach that generalizes on unseen lan-
guages in a zero-shot setting, thereby address-
ing the lack of training data in low-resource lan-
guages.

2. Related Work
Approaches Initial approaches to word alignment
leveraged statistical and heuristic models [12]. Along
these lines, several systems were proposed such as HMM
[1], GIZA++1 [13], PGIZA++, MGIZA++ [14] and FastAl-
ign2 [15]. Subsequently, statistical approaches were grad-
ually substituted by neural counterparts and the advent
of Transformer architectures [16] set a new standard in
this task [17, 18, 19, 20, 21]. More recently, Procopio et
al. [6] proposed a novel neural discriminative model for
word alignment based onmultilingual BERT [22], capable
of significantly reducing the processing time.

Data Over the course of the last few decades, a
number of datasets for word alignment, both man-
ual and automatic, have been created, e.g. Czech-
English3 [23], Dutch-English [24], English-Turkish [25],

1https://github.com/moses-smt/giza-pp
2https://github.com/clab/fast_align
3https://ufal.mff.cuni.cz/czech-english-manual-word-alignment

# of Sentences # of Alignments

Lang. Dev Test Dev Test

en-ar 90 210 1591 3597
en-bg 105 245 1719 4179
en-da 105 245 1841 4136
en-es 105 245 1961 4722
en-et 105 245 1614 3722
en-hu 105 245 1580 3781
en-it 103 243 1980 4765
en-ko 90 210 1277 3007
en-nl 105 245 1886 4490
en-pt 105 245 1849 4578
en-ru 90 210 1114 2582
en-sl 105 245 1942 4537
en-sv 90 210 1522 3530
en-zh 90 210 1724 4135

∑ 1393 3253 23600 55761

Table 1
Composition of XL-WA. We report from left to right: the
available language combinations, the number of sentences
and alignments divided by data split. In our experiments, we
use approximately 30% of our data for development so as to
obtain a more representative set.

English-Swedish4 [26], Chinese-English5 [27]. Interest-
ingly, Graca et al. [28] proposed a collection of small
datasets for word alignment in 6 language combinations;
each dataset being composed of 100 sentences derived
from the Europarl corpus6 [29]. Among the currently
available resources, we highlight the following contri-
butions which we use in our experiments: the English-
French and Romanian-English corpora released during
the HLT-NAACL-2003 workshop on Building and Using
Parallel Texts7 [30], and the German-English dataset8

proposed by Vilar et al. [31]. Finally, Neubig [32] pre-
sented a Japanese-English dataset9 obtained by trans-
lating Wikipedia pages. However, despite the preced-
ing efforts undertaken in this direction, to the best of
our knowledge, no entirely manually-curated evaluation
benchmark, which matches XL-WA in both size and lan-
guage pairs covered, is currently available.

3. XL-WA
To tackle the aforementioned gap, we introduce XL-WA,
a novel entirely manually-curated evaluation benchmark

4https://www.ida.liu.se/divisions/hcs/nlplab/resources/ges/
5https://nlp.csai.tsinghua.edu.cn/~ly/systems/TsinghuaAligner/
TsinghuaAligner.html

6https://www.statmt.org/europarl/
7https://web.eecs.umich.edu/~mihalcea/wpt/
8https://www-i6.informatik.rwth-aachen.de/goldAlignment/
9http://www.phontron.com/kftt

https://github.com/moses-smt/giza-pp
https://github.com/clab/fast_align
https://ufal.mff.cuni.cz/czech-english-manual-word-alignment
https://www.ida.liu.se/divisions/hcs/nlplab/resources/ges/
https://nlp.csai.tsinghua.edu.cn/~ly/systems/TsinghuaAligner/TsinghuaAligner.html
https://nlp.csai.tsinghua.edu.cn/~ly/systems/TsinghuaAligner/TsinghuaAligner.html
https://www.statmt.org/europarl/
https://web.eecs.umich.edu/~mihalcea/wpt/
https://www-i6.informatik.rwth-aachen.de/goldAlignment/
http://www.phontron.com/kftt


In March 1994 the CoR holds its first plenary session in Brussels .

El CDR celebra su primer pleno en Bruselas en marzo de 1994 .

Figure 1: An example of alignment between English and Spanish, derived from the en-es dataset in XL-WA.

for word alignment. XL-WA is currently composed of
14 datasets, out of which 9 are parallel. The languages
included in XL-WA cover 7 different language families, i.e.
Afro-Asiatic, Indo-European (Germanic), Indo-European
(Romance), Indo-European (Slavic), Sino-Tibetan, Uralic
(Finno-Ugric) and Koreanic.

Importantly, all datasets include English as source lan-
guage. This choice is motivated by the fact that enabling
word alignment fromEnglish tomultiple target languages
is crucial for tasks such as label projection, where the
majority of high-quality annotated data whose labels can
be propagated is typically available in English.

We show the composition of our dataset in Table 1.
Importantly, XL-WA is annotated exclusively by profes-
sional mother tongue annotators with a solid academic
background and proven experience in linguistic annota-
tion tasks. A detailed description of the format which we
adopt is provided in Section 3.2.

3.1. Creation process
In this section, we detail the creation process and illus-
trate the guidelines adopted during the annotation phase.

The creation of XL-WA can be divided into three steps:
i) automatic extraction of candidate sentences from a cor-
pus, ii) manual selection of sentences satisfying specific
linguistic criteria, and iii) manual alignment.

In order to obtain a balanced corpus in terms of do-
mains and genres, similarly to the procedure adopted
by Martelli et al. [33], we extract our data from Wiki-
Matrix10 [34], a wide-coverage collection of parallel sen-
tences derived from the Wikipedia11 corpus using an
automatic approach based on multilingual sentence em-
beddings, covering 1620 different language combinations.
First, we consider the WikiMatrix datasets containing
English as the source language, and extract the highest
number of overlapping source sentences across datasets.
To this end, we compute a Boolean matrix 𝐴 ∈ {0, 1}𝑚×𝑛
where 𝑚 is the number of English sentences in WikiMa-
trix and 𝑛 the number of the target languages other than
English covered in XL-WA.

10https://ai.facebook.com/blog/wikimatrix/
11https://www.wikipedia.org/

We compute 𝐴 such that 𝐴𝑖𝑗 contains: i) 1 if, for the
𝑖-th English sentence, a translation into the 𝑗-th target
language is available, ii) 0 otherwise. We first extract the
sentences shared in the highest number of languages. Sub-
sequently, we manually discard sentences which are not
well-formatted or contain significant grammatical errors.
We then ask annotators to provide the missing transla-
tions in order to fill the gaps in our parallel dataset12.
Finally, we ask our annotators to perform word align-
ment from scratch.

Guidelines All annotators are required to follow spe-
cific annotation guidelines for word alignment inspired
by Lambert et al. [35], who provide detailed instructions
and suggestions regarding the annotation of datasets for
word alignment, including specific cases and exceptions.
Importantly, annotators are asked to align source and
target words also when these do not share the same part
of speech. Furthermore, annotators are required to align
complex lexical units such as compounds and multi-word
expressions. For instance, given an open compound word
𝑐𝑒𝑛, e.g. bus driver in the English source sentence, trans-
lated into Dutch with the compound word 𝑐𝑛𝑙 buschauf-
feur, each component of 𝑐𝑒𝑛 should be aligned to 𝑐𝑛𝑙.

3.2. Alignment Format
We now describe our alignment format and provide an
example for the language combination English-Spanish
(en-es).

We adopt the Pharaoh alignment format [36].
Specifically, we use a Tab-Separated Values (TSV)
format, where each row is formatted as follows: source
sentence<tab>target sentence<tab>alignments.
Tokens and alignments are separated by spaces; each
alignment is composed of a pair of integers which
identify the corresponding positions of source and
target tokens, starting from zero. In order to deal with
multi-word expressions in which 1:1 alignments are
not possible, e.g., due to collocations or idiomatic
expressions, we align all components of a given
12Due to time constraints and the limited availability of professional
annotators for specific language combinations, we carry out this
step in 9 language combinations only.
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multi-word expression in English with all components of
the corresponding multi-word expression in the target
language.

Below we report an example extracted from the en-es
dataset:

• Source: In March 1994 the CoR holds its
first plenary session in Brussels .

• Target: El CDR celebra su primer pleno
en Bruselas en marzo de 1994 .

• Alignments: 3-0 4-1 5-2 6-3 7-4 8-5 9-5
10-6 11-7 0-8 1-9 2-10 2-11 12-12

A visual representation of the above example is provided
in Figure 1.

3.3. Inter-annotator agreement
Finally, in order to assess the reliability of our manual an-
notations, we compute the inter-annotator agreement13.
To this end, we randomly select a sample of approxi-
mately 50 sentence pairs in two language combinations,
namely en-da and en-it, and ask new annotators to
align these manually. We compute the Cohen’s kappa
and obtain 0.94 and 0.89 in en-da and en-it, respectively.
Importantly, these results indicate a remarkable level of
agreement, which suggests a high degree of annotation
consistency across datasets.

4. Experimental Setup
In this section, we illustrate our experimental setup and
carry out a performance analysis. To this end, we put
forward two different experimental settings. Specifically,
we propose a comparison between statistical and neu-
ral approaches tested against our novel benchmark in
a language-specific setting, i.e. we train and test on the
same language pairs (Section 4.1.1). Subsequently, we
investigate the behavior of models in a zero-shot setting,
thus exploring the ability of state-of-the-art models to
deal with languages unseen during the training phase
(Section 4.1.2). Finally, we describe the evaluationmetrics
adopted.

4.1. Settings
We now describe our two experimental settings. Techni-
cal details regarding hyperparameters and hardware are
reported in Appendix A.

13Due to time constraints we compute the inter-annotator agreement
in two language combinations.

4.1.1. Language-specific setting

Systems In this setting, we experiment with two sta-
tistical approaches, namely GIZA++ and FastAlign, and
two state-of-the-art neural models, i.e. the SQuAD-style
formulation for word alignment14, which relies on mul-
tilingual BERT, proposed by Nagata et al. [20] and the
MultiMirror neural word aligner by Procopio et al. [6].

For each language pair, the aforementioned statistical
systems are trained on a randomly selected sample of
0.5M parallel sentences concatenated with our test data.
Instead, for neural approaches requiring aligned data,
which is not available in all our language combinations,
we follow Garg et al. [17]. Specifically, we use sentences
derived from the aforementioned silver training data,
tagged both with GIZA++ and FastAlign, and randomly
choose 1,000 sentences with the highest number of over-
lapping alignments.

Data For this setting, we derive training data from
three well-established parallel corpora, namely, Europarl,
WikiMatrix and UNPC15 [37]. Importantly, this choice
allows us to cover all language combinations considered.
Instead, for validation and evaluation purposes we use
the XL-WA datasets whose composition is reported in
Table 1. In this case, our goal is to show and analyze the
performance achieved by state-of-the-art models on each
language pair.

4.1.2. Zero-shot setting

In the zero-shot setting, we experiment with MultiMirror
only, since this model shows a reasonable balance be-
tween results and processing speed. Specifically, we train
MultiMirror on the concatenation of our datasets and
evaluate it against unseen language pairs, thus demon-
strating the effectiveness of XL-WAwhen no aligned data
is available in a given language combination. In this case,
our goal is to determine the extent to which the model
is able to generalize on language pairs unseen during
training, i.e. en-de, en-fr, en-ja and en-ro. The data is
split as in Nagata et al. [20].

4.2. Evaluation metrics
As customary in the word alignment task, we adopt the
following evaluation metrics: precision, recall and F1. In
this work, we do not use the Alignment Error Rate (AER)
metric, since previous works argue that AER is unlikely
to be a useful metric for word alignment, due to its bias
towards precision [4].

14https://github.com/nttcslab-nlp/word_align
15https://opus.nlpl.eu/UNPC.php
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GIZA++ [13] FastAlign [15] SQuAD BERT [20] MultiMirror [6]

Lang. P R F1 P R F1 P R F1 P R F1

en-ar 66.0 57.8 61.6 68.6 66.3 67.4 87.3 78.8 82.9 88.3 77.9 82.8
en-bg 73.6 74.7 74.1 65.7 75.7 70.4 83.3 88.5 85.8 85.5 88.3 86.9
en-da 73.6 75.0 74.3 68.7 75.7 72.0 90.6 94.0 92.3 90.8 93.4 92.1
en-es 78.1 71.7 74.8 72.3 74.8 73.5 90.7 84.7 87.6 89.5 84.4 86.8
en-et 59.6 67.4 63.3 61.1 68.1 64.4 76.3 86.4 81.0 77.2 86.8 81.7
en-hu 55.9 63.7 59.6 53.3 63.0 57.7 71.4 82.6 76.6 72.4 80.1 76.1
en-it 56.3 49.8 52.9 53.7 55.5 54.6 86.9 81.2 84.0 88.2 78.7 83.2
en-ko 51.2 53.3 52.2 50.7 52.8 51.7 31.4 64.2 42.1 69.5 70.4 69.9
en-nl 80.3 77.7 79.0 76.2 79.9 78.0 94.9 93.7 94.3 94.2 93.4 93.8
en-pt 78.4 75.2 76.7 72.6 77.8 75.1 89.2 88.4 88.8 87.9 87.9 87.9
en-ru 74.0 73.6 73.8 71.8 77.4 74.5 84.1 85.6 84.9 87.6 84.0 85.8
en-sl 71.0 66.4 68.6 67.9 67.9 67.9 83.5 81.4 82.4 85.4 81.4 83.3
en-sv 79.4 72.6 75.8 74.7 73.0 73.9 92.1 86.5 89.2 91.5 87.2 89.3
en-zh 47.4 41.9 44.5 49.6 48.2 48.9 78.8 70.7 74.5 79.2 71.7 75.3

Avg 67.5 65.8 66.5 64.8 68.3 66.4 81.5 83.3 81.9 84.8 83.3 83.9

Table 2
Comparison between statistical baselines (GIZA++ and FastAlign) and current state-of-the-art approaches (SQuAD BERT and
MultiMirror) on our datasets. P, R and F1 stand for Precision, Recall and F1-score, respectively; all the scores are calculated
using the Micro average. Note that the neural approaches are trained on silver data generated with the statistical baselines.

Lang. P R F1

en-de 89.4 78.5 83.6
en-fr 94.7 55.7 70.1
en-ja 79.4 42.5 55.3
en-ro 86.7 80.7 83.6

Avg 87.5 64.4 73.2

Table 3
Results of MultiMirror trained on all XL-WA datasets and eval-
uated on unseen data, i.e., in a zero-shot setting. To facilitate
analysis and comparison, we keep English as source language.

5. Results
In this section, we discuss the results obtained. As can
be seen in Table 2, in the language-specific setting, we
observe a remarkable difference between statistical and
neural approaches, with the latter outperforming the for-
mer by up to 17.5 points in terms of F1 score on average.
In this setting, the best results are attained by Nagata
et al. [20] in the English-Dutch (en-nl) combination.
Interestingly, we note that even neural models struggle
to achieve good results in topic-prominent languages
such as Chinese, Hungarian and Korean. In fact, in these
languages, both statistical and neural approaches obtain
significantly below-average results.

Instead, as far as the zero-shot scenario is concerned,
we observe a good generalization capability of Multi-
Mirror when trained on the concatenation of our novel
datasets and tested against unseen language pairs, as
reported in Table 3. In particular, the language combi-
nations en-de and en-ro attain a remarkable 83.6 F1
score. Importantly, this seems to suggest that the zero-
shot paradigm can be employed as a viable approach to
compensate effectively for the lack of annotated data in
many low-resource languages.

Finally, we investigate the impact of the size of the
training data generated with GIZA++ and FastAlign,
as described in Section 4.1, on the overall performance
achieved by MultiMirror16. To this end, we increase the
size of the silver training data to 10,000 sentence pairs
and compare the results obtained with those achieved in
the previous setting where we use 1,000 sentence pairs.
As can be seen in Table 4, the greater quantity of data
allows us to achieve better results in terms of both preci-
sion and F1 score. However, interestingly, when training
on 10,000 sentence pairs, MultiMirror reports a slightly
inferior performance in terms of recall, with a decrease
of 0.3 on average.

16As mentioned in Section 4.1.2, we use MultiMirror in this exper-
iment due to a satisfactory trade-off between performance and
processing speed.



MultiMirror
1k sentences

MultiMirror
10k sentences

Lang. P R F1 P R F1

en-ar 88.3 77.9 82.8 88.9 79.3 83.8
en-bg 85.5 88.3 86.9 84.7 88.5 86.6
en-da 90.8 93.4 92.1 91.3 92.0 91.7
en-es 89.5 84.4 86.8 91.8 82.6 86.9
en-et 77.2 86.8 81.7 78.0 84.8 81.3
en-hu 72.4 80.1 76.1 74.2 79.6 76.8
en-it 88.2 78.7 83.2 89.5 79.7 84.3
en-ko 69.5 70.4 69.9 71.1 72.2 71.6
en-nl 94.2 93.4 93.8 95.9 92.5 94.2
en-pt 87.9 87.9 87.9 89.0 86.8 87.9
en-ru 87.6 84.0 85.8 87.5 85.2 86.3
en-sl 85.4 81.4 83.3 84.4 81.3 82.8
en-sv 91.5 87.2 89.3 92.3 85.9 89.0
en-zh 79.2 71.7 75.3 80.5 72.3 76.2

Avg 84.8 83.3 83.9 85.7 83.0 84.2

Table 4
Comparison between MultiMirror trained on different size
silver datasets. P, R and F1 stand for Precision, Recall and
F1-score, respectively; all the scores are calculated using the
Micro average.

6. Conclusion
In this work, we introduce XL-WA, a novel evaluation
benchmark for word alignment in 14 language pairs.
We detail the creation process for our novel evalua-
tion suite, as well as our experimental setup in which
we compare statistical and neural approaches to word
alignment. We investigate the behavior of models in
zero-shot scenarios and show that the concatenation of
our datasets can be used effectively to align languages
unseen during training, thus tackling the paucity or
limited availability of data for word alignment in low-
resource languages. We release our new benchmark at:
https://github.com/SapienzaNLP/XL-WA.

As future work, we intend to investigate the impact
of language-specific peculiarities on the overall perfor-
mance of neural models for word alignment. Furthermore,
we plan to increase the language coverage of XL-WA and,
importantly, investigate the role played by additional low-
resource languages in zero-shot settings. Finally, we aim
to explore novel neural approaches to word alignment
which can be employed in the field of cross-lingual label
projection in order to create multilingual silver train-
ing datasets for several Natural Language Understanding
tasks, such as WSD, SRL and Semantic Parsing.
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A. Hyperparameters and
Hardware

In this appendix, we report the hyperparameters and
hardware setup for the experiments described in the pa-
per.

We adopt four approaches with the following hyper-
parameters:

• We use two statistical approaches, namely
GIZA++ [13] and FastAlign [15]. We compile the
code downloaded from the original repositories
and we run all the experiments on CPU. Neither
of the approaches requires any parameter tuning.

• SQuAD mBERT-based model [20], whose code is
downloaded from the official repository. We run
all the experiments using the default hyperparam-
eters. For the sake of consistency and fairness, we
do not tune any hyperparameters and use the op-
timal ones according to the authors, as specified
in their paper. All the experiments run for 2 train-
ing epochs with a learning rate of 3 × 10−5 and
a batch size of 6. Language-specific experiments
run for approximately 20 minutes each. We also
experiment with the whole multilingual dataset,
which requires 4 hours to complete the training.
Inference for the language-specific experiments
takes around one minute per language on GPU.

• MultiMirror [6] is an mBERT-based model whose
code is obtained from the authors for research
purposes. All the experiments runwith a patience
of 50, using the RAdam [38] optimizer with a
learning rate of 1𝑒 − 05 and a token batch size
of 512. Language-specific experiments run for
approximately 10 to 15 minutes each, while the
multilingual experiment on the whole XL-WA
dataset runs for approximately 1 hour. Inferences
time is negligible: a few seconds on CPU for the
language-specific data and around one minute for
the whole dataset.
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All the experiments are conducted on the same hard-
ware, i.e. an Intel Core i7 7800x CPU and NVidia RTX
2080ti GPU with 11GB of VRAM.
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