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Abstract 
In this paper, we present a refinement of the deterministic lexicon extraction algorithm discussed in [1]. 
This new version is able to infer categorial expectations from any University Dependency (UD) treebank 
[2] and recast non-trivial backward dependencies in terms of movement operations [3,4]. The 
improvements with respect to a preliminary version of the algorithm are related to a more granular 
definition of the functional categories and a significant reduction in lexical ambiguity. These results 
might constitute a substantial baseline for (very) large language models assessment in terms of 
descriptive adequacy [5]. 
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1. Introduction 

The advent of large language models (LLMs), 
especially those based on pre-trained transformers 
(GPT-like, [6]) demonstrated the impressive capability 
of next-token prediction task in training. This 
prediction is largely based on expectations of various 
kinds (morphosyntactic, semantic, and inferential) 
that, in virtue of a well-tuned attention mask 
mechanism can generalize categorial constraints 
across word sequences, apparently, without 
significant distance or directionality limitations among 
tokens, though the number of tokens accepted in input 
at each iteration remains fixed. This represents a clear 
difference with respect to recurrent networks training 
(e.g., LSTM, [7]) which benefits from a more 
cognitively plausible working memory mechanism 
that tries to preserve a sound incremental processing 
also modeling “backward dependencies” (i.e. when β 
depends on α, but β linearly precedes α). It has been 
demonstrated however that these new generation 
attention-based transformers are computationally 
very intensive [8] and their performance on various 
linguistic datasets demonstrates the implausibly of 
their linguistic generalizations [9]. In a recent study, 
Wilcox, Futrell & Levy [10] demonstrate the 
impressive ability of certain recurrent networks (JRNN 
and GRNN) to model islands constraints in a way that 
is comparable (or even better, sometimes) to that of 
larger LMs such as GTP-3. These results, apparently, 
not only challenge the poverty of stimulus hypothesis 
[5], but also suggest that, as far as linguistic 
competence is concerned, models with a smaller 
number of parameters (and a different architecture) 
might be more efficient in learning a human-like 
linguistic competence. What is then the minimum 
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model size we might afford to maintain this high level 
of meta-linguistic competence? 

In this paper, to address the “minimum model size 
problem”, we stress the relevance of a cognitively 
plausible expectation mechanism (model 
architecture) that benefits from explicit modeling of 
(at least) certain categorial constraints (minimum 
number of parameters needed).  

Expectation-based Minimalist Grammars (e-MGs, 
[11]), for instance, simply rely on the notion of 
satisfied local selection (through categorial features) 
to identify a successful local dependency or the 
requirement to be satisfied through a non-local one. 
The advantages are (i) the complete transparency of 
this model compared to a cognitively plausible 
grammatical theory [12] and (ii) the computational 
complexity cost in recognition which grows 
polinomially to the length of the sentence (unless 
specific parameterization to extend empirical 
coverage is adopted, [1]). A possible disadvantage of 
this approach is related to the fact that a fully explicit 
lexicon is required to run the recognition or the 
generation algorithm. Based on [13], this work extends 
the proposed algorithm to retrieve a large-scale 
lexicon from annotated datasets such as UD treebanks. 
In Section 2, we will introduce the critical aspects of 
this procedure, essentially focusing on the 
directionality of each dependency and on the inherent 
lexical ambiguity obtained by applying a naïf lexicon 
extraction procedure. In Section 3, we propose a 
refinement of the extraction approach, and we will 
calculate the efficiency of this new method in terms of 
reduction of lexical and syntactic ambiguity and, 
overall, lexicon size. Section 4 will conclude this paper 
by suggesting further improvements to be evaluated in 
the future. 
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2. Categorial selection in UD 

Categorial morphosyntactic selection is the standard 
constraint used in (e-)MGs to deal both with local 
(“[the dog]”) and non-local (“[what] did John [eat 
_what]?”) dependencies through feature-matching 
[11,14]; in Minimalist Grammars, both kinds of 
dependencies are expressed by destructive feature 
checking operations targeting specific features (select 
and base for local dependencies; licensee and licensor 
for non-local ones), while only local dependencies are 
feature-destructive in e-MGs. In both formalisms, we 
dub “Merge” the syntactic operation establishing a 
local dependency as informally expressed in Errore. 
L'origine riferimento non è stata trovata. (“X” is a 
categorial morphosyntactic feature expressed by β and 
selected/expected by α, that is α=expect expectedβ):  
 
(1) Merge (α=X, Xβ) = [α=X [Xβ]]  
 

When a non-local dependency must be established 
(i.e., a link between words/tokens spanning over other 
tokens/words, as in most wh- dependencies in 
languages like English or Italian), e-MGs postulate that 
an unsatisfied local Merge operation forces the 
unsatisfied categorial expectation storage into a 
memory buffer. This keeps the unexpected item’s 
features in the computation and forces its re-Merge as 
soon as an appropriate categorial expectation is 
processed, as informally expressed in (2): 

  
(2) i. MERGE (α=X , X Yβ) = [α=X [X Yβ]] 

ii. MOVE ([X Yβ])   memory([Y(β)]) 
iii. MERGE (γ=Y , memory([Y(β)]) =  
   [α=X [X Yβ] … γ=Y [Y(β)]]  

 
The advantage of this approach is that all non-local 

dependencies (of the “movement” type) are (i) 
forward, (ii) increase monotonically the complexity of 
the computation and (iii) recast syntactic ambiguity 
(attachment) at the lexical level. One relatively simple 
algorithm to extract a general-purpose lexicon from 
annotated UD treebanks [15] is described in [1] and 
can be summarized as follows.  

Assuming that α is a distinct token in UD:   
 
(i) for each distinct UPOS associated with at least 

one occurrence of α in UD, add a lexical entry α 
and associate the UPOS string to the category to 
be expected to license a Merge operation 
(expected feature);  

(ii) for each node dependent on α, add its UPOS 
feature as an expectation of α (expect feature); 

(iii) repeat (ii), and duplicate the α lexical entry,  for 
any occurrence of α that introduces different 
dependents (i.e., if one occurrence of α has just 
one dependent X and another occurrence of α has 
also one extra dependent Y, then add both α=X 
and α=X =Y to the lexicon). 

 
The procedures guarantee that lexical ambiguity 

(POS ambiguity, i.e., Xα and Yα are both in the lexicon, α 
is the same token, and X and Y are two distinct UPOSs) 
is preserved (step i.) and that syntactic ambiguity 
(node attachment) is represented directly in the 

lexicon (step iii.). The advantage of this approach is 
that it makes transparent the level of morphosyntactic 
ambiguities a parser should deal with, distinguishing 
between local and non-local dependencies as well as 
backward and forward dependencies: each time a 
dependent is resolved within an adjacent item, the 
dependency is considered “trivial” and can be readily 
solved by the recognition (or the generation) 
algorithm discussed in [11]. If the dependency is local 
and “forward” (i.e. α → β, where α immediately 
precedes β in the text), then MERGE (α=X, Xβ) = [α=X [Xβ]]; 
if the local dependency is “backward” (i.e. β → α, where 
α immediately follows β in the text), then MOVE trivially 
applies (as in (2)), deriving in two steps [Xβ [α=X [X(β)]].  

A preliminary extraction experiment following this 
procedure was implemented on four treebanks 
adopting the UPOS tagset, two for “head initial” 
languages [16], UD English GUM for English [17], and 
UD Italian ISDT [18], two for “head-final” languages, 
namely the UD Turkish PENN treebank [19], and the 
UD Japanese GSD treebank [20,21]. Although, as 
noticed by an anonymous reviewer, there is not yet 
consensus on the criteria to assign UPOS tags and this 
might surely affect our extraction results, UD 
treebanks still represent the most reliable repositories 
to run an automatic explorative study as the one we 
conducted here. The results of this extraction 
experiment are reported in Table 1: 

 
Table 1 
Ambiguity ratio and dependency locality in the 
extracted lexica English (EN), Italian (IT), Turkish (TR), 
and Japanese (JP) 

 EN IT TR JP 

Tokens 126530 294403 166514 168333 
Lexicon size 

(Types) 
13757 27021 33036 20140 

Ambiguity ratio 0.38 0.28 0.34 0.33 
 Lexical 0.33 0.22 0.20 0.25 
 Morpho. 0.17 0.03 0.08 < 0.01 
 Depend. 0.50 0.75 0.72 0.75 

Backward 
depend. ratio 

0.69 0.61 0.83 0.48 

 Locality  
ratio 

0.54 0.60 0.69 0.32 

 
The estimated levels of ambiguity (Lexical, i.e., 

POS-related;  Morphological, i.e., related to a 
morphosyntactic featural specification such as 
agreement features; dependency-based, i.e., variance 
in terms of number and kind of dependents), as well as 
the amount of "backward dependencies" (i.e., those 
triggering movement in e-MGs), are indicated with a 
specification of the locality of this last kind of 
dependencies. We concluded that a critical issue was 
related to the number of “non-trivial” (i.e., non-local) 
backward dependencies that, especially in English, 
constitute a robust 15% of the lexical entries. The 
exploration is however incomplete at least for the 
following three reasons: (i) UPOS tags are relatively 
poor and underspecified, especially for those 
functional items that behave in a very different 
syntactic way (e.g. articles and quantifiers); (ii) the 
directionality of the dependencies assumed in UD is 
the reverse of the one presumed in other generative 
approaches: e.g. the determiner selects the noun in (e-



)MGs, that is, NOUN depends on DET and not the way 
around (this is critical, since, as predicted by e-MGs, an 
argument is not licensed in its thematic position unless 
properly determined); (iii) empty elements and 
multiple dependencies are absent from UD. These 
issues have been preliminarily addressed in [13] and 
expanded in the following Section. 

 

3. A better extraction algorithm 

Following the critics addressed in [22], we first 
inverted the original directionality of the UD 
dependencies between lexical and functional items, 
then we decorated the items extracted with specific 
categories and added them to the lexicon according to 
the following procedure in five steps:  

(i) When, in UD, a functional category (e.g., a 
preposition, annotated as ADP) is locally dependent on 
a lexical one (e.g., a VERB, as in Figure 1), the first 
(ADP) becomes the expected feature of the functional 
category and the second the expectation (i.e., ADV per 
=VERB in e-MG format). 

 
Figure 1: Example of annotation extracted from ISDT 
[18] 
 

When in UD a functional category is not locally 
dependent on a lexical one (e.g. “del fuoco”, that is “di 
il fuoco”, “of the fire”), we preserve linear order and 
transform the dependencies as a left-right cascade of 
expectations (i.e. ADP di =DET, DET il =NOUN, NOUN fuoco); this 
way, many instances of spurious non-local 
dependencies are all reduced to local dependencies. 

 
(iii) Because of the finiteness of functional 

categories [23–25], their universal ordering [26,27] 
and relative (monotonic) optionality [1] (if C depends 
on B which depends on A, C can directly follows A), we 
refine each UPOS category and modify the 
directionality and nature of the dependency 
accordingly (including phonetically empty lexical 
items such as null complementizers); 

 
(iv) Phonetically empty pronominal elements (pro, 

PROs, [28]) are associated, and merged as empty 
items, directly with the verbal inflection through 
parameterization (in Italian, finite inflection can 
license an empty subject, but not in English); 

 
(v) Unselected adjuncts (e.g., locative 

modifications, relative clauses) are not supposed to be 

“expected”, so, no select feature is added to the lexical 
categories they modify (i.e. an optional modification is 
not included in the lexicon, but predicted by the e-MG 
implementation of Merge: in case of a relative clause 
modification, for instance, a raising analysis is 
implemented, triggered by the relative 
complementizer/pronoun that behaves as a DP/PP 
within the relative clause). 

  
The lexicon extracted from the sentence in Figure 

1 is then the following one (the format used is  
expected α =expect; agreement features and morphemic 
decomposition are ignored for the sake of 
compactness): 

 
(3) e-MG extracted Lexicon = { ADP.MODE per =VERB,  

VERB domare =DET, DET.DEF il =NOUN, NOUN rogo,  
DET.DEF i =NOUN, NOUN vigili, ADP.ARG di =DET,  
NOUN fuoco, AUX.BE sono =VERB.UNACC,  
VERB.UNACC accorsi =DET,  
ADP.LOCATIVE.FROM da =DET, DET Torino} 

3.1. Results 

The application of the algorithm to ISDT treebank 
produces a significant reduction of the number of non-
local dependencies (-58%) as well as the overall 
number of non-local critical dependencies (inducing 
structural ambiguities, -36%) compared to the first 
version discussed in [1].  

The results of our experiment are reported in 
Table 2 (sentences including token with UPOS 'INTJ', 
'X', 'SYM', 'NUM' are removed): 

 
Table 2 
Ambiguity ratio and dependency locality using the 
revised extraction procedure in Italian (ISDT treebank) 

 ISDT  
(original) 

ISDT  
(revised) 

Sentences processed 10616 = 
Tokens/Types 193062/ 

22709 
= 

Type/Token Ratio 0,118 = 

Backward  
Dependencies (BD) 

107382 45157 

Local BD 58317 13669 
Locality ratio in BD 0.543 0.303 

Final Lexicon 24809 = 

 

4. Discussion 

These preliminary results are encouraging and 
demonstrate, on the one hand, that structural 
ambiguity can be reasonably reduced by assuming 
properly crafted linguistic generalizations, on the 
other hand, valency-based theories [29] are less 
accurate and induce an unwanted level of ambiguity 
that can be readily avoided.  

More work needs to be done at least in the 
following direction: lexical items are considered as 
atomic entities. As demonstrated by the efficacy of 
word embeddings based on sub-words units (notably 



the byte-pair encoding, [30,31]) this step is more than 
necessary (and doable in the current e-MG framework, 
see [32]). 

Back to the original consideration on how these 
results can serve as a baseline for LLM assessment, 
there is at least one possible road we consider: if 
explicit categorial expectations are implicitly 
represented in LLM, then the number of features 
needed in the lexicon should be considered as the 
minimal dimensionality needed for word embedding: 
as far as structural constraints are considered, this 
should represent the lowest number of parameters 
(i.e. levels of abstraction/representation) of the lexical 
item. Although no lexical semantic consideration is 
addressed here (even though the categorial approach 
is, in principle, tenable also from the semantic 
compositional perspective), specific generalization 
should be obtained both with e-MGs and with LLM of 
comparable size in terms of parameters (i.e., roughly 
corresponding to the number of categories in the 
expect(ed) required by the e-MGs lexicon). The 
phenomena to be tested should include islands 
violations (e.g. “*what did John read the book that was 
talking about?”), thematic selection constraints (e.g. 
“*John put”, “*John eats a sandwich to Mary”), etc. (on 
the line, for instance, of [33] or [9]). 

If more parameters (where “more” corresponds to 
at least one order of magnitude) are needed to perform 
similarly to e-MGs on these constraints, we might 
conclude that LLMs still need some “optimization” 
since they do not qualify (yet) as efficiently, and 
descriptively adequate. 
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