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Abstract
The development of deep speech generation technology has increased the risk of people being exposed to malicious or
misleading information. From a defensive perspective, merely distinguishing between genuine and fake utterances is not
enough. At the vocoder level, the artifacts in different frequency bands make it possible to distinguish between different
synthesis methods. A reliable model should not only classify synthesis algorithms correctly, but also be able to identify
samples that have not been seen. The second Audio Deepfake Detection Challenge (ADD2023) set up Track3 (Deepfake
Algorithms Recognition) to simulate such a scenario. The challenge motivates researchers to construct systems that are
robust enough for In-Distribution (ID) and Out-Of-Distribution (OOD) utterances. Cosine similarity based kNN distance is
introduced in this work to separate unknown samples from known ones. Together with data augmentation methods and
logits based model fusion, our system wins first place in ADD2023 Track3.
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1. Introduction
With the massive popularity of the Internet, audio and
video applications have a broad market. A large amount
of short-form while low-cost audio and videos are rapidly
occupying people’s attention. However, these audio and
videos, which flood the Internet, have an impact on
network security. Various AI-supported advanced al-
gorithms are making voice and image generation easy to
implement, even for people without expertise. With the
development of deep learning, text-to-speech (TTS) [1]
and voice conversion (VC) [2] techniques can generate
speech indistinguishable from the human voice. Frauds
based on these kinds of techniques have occurred from
time to time in recent years. Therefore, there is an ur-
gent need to avoid people being misled by fake speech
generated by such techniques. Meanwhile, these algo-
rithms are also effective in deceiving Automatic speaker
verification (ASV) [3] systems, which play an important
role in data security and passing certification.

The research community has conducted extensive re-
search on how to distinguish the speech generated by
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methods such as TTS and VC, from natural speech. These
research includes exploration of feature extraction front-
end, such as Short-Term Fourier Transform (STFT) [4],
Constant Q Cepstral Coefficients (CQCC) [5] and Linear
Frequency Cepstral Coefficients (LFCC) [6], and design
of classification back-end, such as RawNet [7] and AA-
SIST [8]. In addition to the basic paradigms, various
deep-learning strategies have also been studied, such as
pre-training and fine-tuning [9][10], and active learn-
ing [11].

Unlike the speech spoofing detection task, research on
the attribution of speech synthesis methods is still in its
infancy. [12] explores the ability of different features to
distinguish synthesis methods. The differences between
different generation methods are mainly reflected in the
artifacts of the vocoders [13].

However, in the task of attributing algorithms, a reli-
able model should not only have the ability to classify,
but also be able to identify Out-Of-Distribution (OOD)
correctly. In real-world scenario, Deep Neural Network
(DNN) based classifiers often struggle with OOD samples,
which are far from the data distribution of the training
set. The reason for this issue could be attributed to the
overconfidence of DNN-based models. The second Au-
dio Deepfake Detection Challenge (ADD2023) [14] set
up Track3 (Deepfake Algorithms Recognition) to attract
researchers to solve this problem. Our proposed work is
mainly based on this challenge.

To eliminate the impact of OOD samples, various meth-
ods has been proposed [15][16]. Among them, distance-
based methods have been demonstrated effective. k-th
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Nearest Neighbors (kNN) distance is adopted to detect
OOD data in [17]. We find that for the task of detecting
spoofing algorithms, the kNN distance based on cosine
similarity can effectively detect samples from OOD al-
gorithms. Therefore, kNN distance is introduced in this
work to construct a class calibration module, which im-
proves the performance of basic models significantly. In
addition, we investigate different data augmentation and
model fusion methods. All these methods help us achieve
first place in ADD2023 Track3.

2. Method
The proposed work is based on Track 3 (Deepfake Al-
gorithms Recognition) of ADD2023 Challenge. In this
section, we investigate the basis of deepfake algorithms
recognition, which is the artifacts introduced by vocoders
located in different frequency bands. In addition, in
Track3, OOD samples exist in the test set. A kNN-based
OOD detection method is also proposed to identify sam-
ples from unknown counterfeit class.

2.1. Vocoder Artifacts
Before recognizing deepfake algorithms, what needs to
be demonstrated is whether the utterances generated by
different synthesis methods are distinguishable. In other
words, on what level are they distinguishable.

Vocoder is a key component in the process of gener-
ating fake utterances, which converts features to sam-
pling points. The quality of the vocoder determines the
quality of the generated utterance. Vocoder residual arti-
facts located in different frequency bands could serve as
markers for deepfake algorithms. For instance, non-ideal
upsampling filters will leave aliasing artifacts in the high
frequency part [18]. Figure 1 shows the impact of differ-
ent vocoders on utterances at the frequency level. We
reconstruct the same batch of natural speech using dif-
ferent vocoders, and calculate the average energy of the
frames at each frequency point. From Figure 1, it can be
analyzed that the artifacts carried by different vocoders
are located in different frequency bands. Therefore, fea-
tures that encode time-frequency information could be
utilized to recognize deepfake algorithms.

2.2. KNN-based OOD Detection
The proposed KNN-based OOD detection method is a
distance-based method, which leverages the distance be-
tween embeddings extracted by trained DNN-based mod-
els. The basis of the proposed method is an intuitive
assumption that samples from the same class are closer
in distance, while samples from different classes are far-
ther apart.

Figure 1: The average amplitude of different vocoders at each
frequency bands.

We denote the sets of In-distribution (ID) data and Out-
of-distribution (OOD) data as 𝑋𝑖𝑛 and 𝑋𝑜𝑜𝑑, respectively.
The purpose of the algorithm is to distinguish a sample
𝑥 ∈ 𝑋 , where 𝑋 donates the input space, is from 𝑋𝑖𝑑 or
𝑋𝑜𝑜𝑑. For this binary classification task, a direct solution
is to set a mapping function 𝑓(𝑥) and a threshold 𝜆.

𝑥 ∈

{︃
𝑋𝑖𝑛, 𝑓(𝑥) ≥ 𝜆

𝑋𝑜𝑜𝑑, 𝑓(𝑥) < 𝜆

Based on the assumption that samples from different
classes are farther apart, in this work, we leverage the
k-th nearest neighbor (kNN) distance as the output of
the mapping function 𝑓(𝑥), inspired by [17]. Compared
to the 1st nearest neighbor (1NN) distance, under an
appropriate k-value, kNN distance is less susceptible to
noise samples. Cosine similarity is adopted to calculated
the distance between the feature embeddings. Cosine
similarity is defined as:

𝑐𝑜𝑠𝑎,𝑏 =
𝑧𝑎 · 𝑧𝑏

‖𝑧𝑎‖‖𝑧𝑏‖

where 𝑧𝑎 and 𝑧𝑏 are the embeddings of utterances ex-
tracted by models. Figure 2 shows the density of kNN dis-
tance of embeddings between ID data and OOD data. The
ID data is from a known class of training set of ADD2023
Track3, and OOD data is from the other classes. kNN
cosine distance of ID data is smaller than that of OOD
data. Therefore, we could use a threshold-based criterion
to determine whether the input utterance is OOD or not.

The pipeline of the method could be summarized as:
(1) Train a multi-class DNN-based classifier with training
dataset D𝑡𝑟𝑎𝑖𝑛; (2) Use the trained model to pre-classify
the test set D𝑡𝑒𝑠𝑡; (3) Extract the feature embeddings of
each samples from D𝑡𝑟𝑎𝑖𝑛 and D𝑡𝑒𝑠𝑡. (4) Select an appro-
priate k-value, and calculate the kNN cosine distance of
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D𝑡𝑟𝑎𝑖𝑛 of each class, and estimate a threshold; (5) Calcu-
late the kNN cosine distance between D𝑡𝑒𝑠𝑡 and D𝑡𝑟𝑎𝑖𝑛

of each class, and attribute the OOD samples to a new
unknown class based on a threshold-based criterion.

Figure 2: Density of kNN cosine distance of In-Distribution
data and Out-of-Distribution data.

3. Experimental Setup

3.1. Dataset and Metrics
We used the training, development and test datasets of
ADD2023 Challenge track 3 (Deepfake algorithm recogni-
tion) [14] to validate our work. The training and develop-
ment sets include 6 types of counterfeit speech generated
with different deepfake algorithms and 1 type of genuine
speech. The test set includes the 7 classes from the train-
ing and development sets, and an unknown counterfeit
speech class. The detailed information about the dataset
is shown in Table 1.

Table 1
Detailed information of ADD2023 track 3 datasets.

Class idx training set dev set test set

0 3200 1200 -
1 3200 1200 -
2 3197 1200 -
3 3200 1200 -
4 3200 1200 -
5 3200 1200 -
6 3200 1200 -
7 0 0 -

sum 22397 8400 79490

The F1-score is used as the evaluation metric in this
work, which is defined as:

𝐹1 =
2× 𝑃 ×𝑅

𝑃 +𝑅

where 𝑃 and 𝑅 represent precision and recall, respec-
tively. 𝑃 and 𝑅 are defined as:

𝑃 =
1

𝐶

𝐶∑︁
𝑖=1

𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖

𝑅 =
1

𝐶

𝐶∑︁
𝑖=1

𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖

where 𝑇𝑃𝑖, 𝑇𝑁𝑖, 𝐹𝑃𝑖 and 𝐹𝑁𝑖 denote the true positive,
true negative, false positive, and false negative samples
of class 𝑖.

3.2. Data Augmention
To augment training data, we utilized a common data
augmentation method in the speech spoofing detection
tasks, which is to add noise and reverberation to the orig-
inal speech from MUSAN [19] and RIRs [20] datasets. In
addition, we add some acoustic scenes as additive noise to
improve the robustness of methods under various noisy
scenarios. The acoustic scenes are randomly selected
from the TAU Urban Acoustic Scenes database [21].

Since ADD2023 Track 3 includes OOD data, it is neces-
sary to mitigate the common issue of overconfidence in
deep neural networks. Therefore, we also introduce Cut-
Mix [22] as a data augmentation method. The operation
of CutMix could be described as

{︃̃︀𝑥 = 𝑀 ⊙ 𝑥𝐴 + (1𝑇×𝐹 −𝑀)⊙ 𝑥𝐵̃︀𝑦 = 𝜆𝑦𝐴 + (1− 𝜆)𝑦𝐵

where 𝑥𝐴 and 𝑥𝐵 ∈ R𝑇×𝐹 are two-dimensional time-
frequency feature extracted by utterances randomly se-
lected from the training set. 𝑦𝐴 and 𝑦𝐵 are the labels of
the selected samples. 𝑀 ∈ {0, 1}𝑇×𝐹 denotes a binary
mask indicating where to drop out and fill in from two
features, 1𝑇×𝐹 is a binary mask filled with ones. ⊙ is
element-wise multiplication. (̃︀𝑥, ̃︀𝑦) denotes the newly
generated training sample. CutMix cuts and pastes two
speeches from different classes at the two-dimensional
time-frequency feature level, allowing the DNN model to
learn a better decision boundary. In addition, CutMix can
improve the model’s ability to distinguish OOD data [22].

3.3. Model Architecture
Since the method introduced in this work, detecting OOD
data based on kNN, is model-agnostic, we attempt to train
various model architectures. By doing so, the complemen-
tarity between different models could be utilized through
fusing model in order to enhance performance.

Similar to the traditional pipeline of speech spoofing
detection tasks, in this deepfake algorithm recognition
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task, we divide the model into a front-end for feature
extraction and a back-end for classification. For the front-
end, we choose a hand-crafted feature, STFT, and an un-
supervised pre-trained feature extractor, Wav2Vec2 [23].
For the back-end, three kinds of model architectures are
adopted, which are SENet [4], LCNN-LSTM [24] and
TDNN [25]. The SENet is an integration of the ResNet
with the squeeze-and-excitation (SE) [26] block. The
SENet18 and SENet34 are adopted in our work, the num-
ber of blocks of which are different.

The STFT feature is a two-dimensional time-frequency
feature, so convolution-based models can learn the pat-
terns that exist in both dimensions. While, although
Wav2Vec2 still extracts two-dimensional features from
an utterance, the features at each time frame are context
representations rather than patterns that could be learned
by convolutional kernels. Therefore, SENet-based back-
ends are cascaded to STFT front-ends. And LCNN-LSTM
and TDNN, which have RNN-based, which have the abil-
ity to extract temporal information, are cascaded to the
Wav2Vec2-based front-end.

3.4. Training Strategy
All DNN-based models are trained with Adam opti-
mizer [27], which is adopted with 𝛽1 = 0.9, 𝛽2 = 0.9,
𝜖 = 10−8 and weigth decay 10−4. Angular margin based
softmax loss (A-softmax) [28] is adopted as the loss func-
tion to be optimized. For the models with STFT-based
front-end, the learning rate is initialized as 3× 10−4. As
a scheduler, StepLR is used with step size of 10 epochs
and coefficient 0.5. For the Wav2Vec2-based feature ex-
tractor, the learning rate is fixed at 10−6. All models are
trained with 100 epochs, in which the model with the the
lowest loss on the dev set is selected as the final model.

3.5. Model Fusion
Since the proposed OOD detection method is model-
agnostic, to leverage the complementarity between dif-
ferent models, we introduce a logits-based model fusion
method. Logits output by different models are weighted
and then added. For the samples that are identified as
OOD data by kNN-based detector, the original maximum
logit value is assigned to the new unknown class, and
the logit of the original max class index is set to zero.

4. Result and Analysis

4.1. Results of Data Augmentation
Two data augmentation methods are introduced in this
work, namely additive noise and cutmix. Under the same
DNN model (STFT+SENet34), the results of data augmen-
tation are shown in Table 2. It should be noted that all

results are obtained by directly classifying the test set
into 7 classes, without considering the unknown counter-
feit class. The results show that the performance of the
model has been significantly improved after the addition
of additive noise. which is consistent with the traditional
speech spoofing detection task. While after adding Cut-
mix, the performance of the model is not significantly
changed.

Table 2
Data augmentation experimental results.

Augment Method F1-score(%) ↑

no augment 64.89
+additive noise 76.75

+additive noise + CutMix 76.79

4.2. Results of kNN-based OOD detection
Table 3 shows the result of our proposed kNN-based OOD
detection method. The experimental results demonstrate
that the cosine similarity based kNN distance can effec-
tively distinguish between ID and OOD data. The k-value
of the kNN is set to 200. The threshold for distinguish-
ing between ID and OOD data is determined based on
the kNN distance between the training data of each class.
The kNN-based OOD detection method achieves improve-
ment on five different single models, which demonstrates
that it is model-agnostic. which is the basis for utilizing
the complementarity between models.

Table 3
F1-scores of the proposed kNN-based OOD detection on
single-models.

Single-Model Original After Detection

STFT+SENet18 77.93 83.08
STFT+SENet34 77.13 85.78

STFT+SENet34+CUTMix 76.79 84.81
Wav2Vec2+LCNN+LSTM 76.01 84.37

Wav2Vec2+TDNN 75.85 79.09

4.3. Results of Model Fusion
Table 4 shows the result of the proposed logits based
model fusion. The five best-performing single-system
models are fused together, namely: (1) STFT+SENet18;
(2) STFT+SENet34; (3) STFT+SENet34+CutMix; (4)
Wav2Vec2+LCNN+LSTM; (5) Wav2Vec2+TDNN. Before
model fusion, the results of these models are revised by
the proposed kNN-based OOD detector. The fused model
achieves an absolute improvement of 3.85% in F1-score
compared to our best single-system (STFT+SENet34).
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Table 4
F1-score of model fusion Track 3 in ADD2023.

System Weight F1-score(%) ↑

STFT+SENet18 0.1 83.08
STFT+SENet34 0.3 85.78

STFT+SENet34+Mixup 0.3 84.81
Wav2Vec2+LCNN+LSTM 0.3 84.37

Wav2Vec2+TDNN 0.1 79.09

Fusion - 89.63

4.4. Results of Submitted System
Table 5 presents the F1-score of the top 5 performing
systems in ADD2023 Track 3. Our submitted hybrid
system ultimately wins first place in this track.

Table 5
Final results of Track 3 in ADD2023.

ID F1-score(%) ↑

D01 (our proposed) 89.63
D02 83.12
D03 75.41
D03 73.55
D04 73.52

5. Conclusion
This paper describes the system developed for ADD2023
Track3. Five single-models with different front-ends and
back-ends are constructed as basic classifiers for the deep-
fake algorithms recognition task. kNN distance is effec-
tive in separating ID samples and OOD samples. There-
fore, an OOD detection module based on kNN distance
is introduced and improve the performance of single-
models significantly. Introducing additive noise during
the training process makes single-model more robust.
After fusing these models at the logits level, our final
system achieves first place in ADD2023 Track3.
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