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Abstract
Thanks to recent advancements in end-to-end speech modeling technology, it has become increasingly feasible to imitate and
clone a user’s voice. This leads to a significant challenge in differentiating between authentic and fabricated audio segments.
To address the issue of user voice abuse and misuse, the second Audio Deepfake Detection Challenge (ADD 2023) aims to
detect and analyze deepfake speech utterances. Specifically, Track 2, named the Manipulation Region Location (RL), aims to
pinpoint the location of manipulated regions in audio, which can be present in both real and generated audio segments. We
propose our novel TranssionADD system as a solution to the challenging problem of model robustness and audio segment
outliers in the trace competition. Our system provides three unique contributions: 1) we adapt sequence tagging task for
audio deepfake detection; 2) we improve model generalization by various data augmentation techniques; 3) we incorporate
multi-frame detection (MFD) module to overcome limited representation provided by a single frame and use isolated-frame
penalty (IFP) loss to handle outliers in segments. Our best submission achieved 2nd place in Track 2, demonstrating the
effectiveness and robustness of our proposed system.
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1. Introduction
In recent years, technologies such as speech synthesis
[1, 2, 3, 4, 5, 6] and voice conversion [7, 8, 9] have de-
veloped rapidly and have reached a point where they
can deceive people into thinking the audio is real. Cur-
rent researches have gone deep into anti-spoofing model
[10, 11] and defense techniques for automatic speaker ver-
ification (ASV) model [12]. The second Audio Deepfake
Detection Challenge (ADD 2023) [13] aims to encourage
researchers to boost technologies of detection and analy-
sis of deepfake speech utterances. The objective of track
2 in ADD 2023 is not limited to identifying fake or real
audio, but it also involves identifying the location of the
fabricated audio clips, which presents a more complex
challenge for us.

Most detection methods focus on predicting binary
labels of "real" and "fake". Zeng et al. [14] use a universal
background model (UBM) to extract Electric Network
Frequency (ENF) fluctuation super vector and then build
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a deep neural network to train and classify the ENF fluctu-
ation super vector. Their further work [15] uses network
constructed by CNN [16] and LSTM [17] to extract deep
spatial and temporal features respectively. A technique
[18] that integrates shallow and deep features is pro-
posed to help the model learn features at various levels
and recognize inconsistencies resulting from tampering
operations. Besides ENF, the Mel-frequency cepstral co-
efficients (MFCCs) [19] are used to attain valuable rep-
resentation to distinguish deepfake [20]. These works
are mainly concentrated on traditional audio process-
ing techniques, which are hard to obtain and require
expert knowledge diving into signal processing. More-
over, shallow networks currently employed have poor
performance in vivid speech synthesis systems. RawNet2
[21] directly uses raw waveform with 64000 samples as
input and proposes a convolutional neural network ar-
chitecture for speaker verification. However, as RawNet2
is specifically designed for classification tasks, it is un-
able to handle outliers in time series data and does not
incorporate the fusion of contextual information.

Moreover, to locate specific areas of manipulated re-
gions, several methods have been proposed. In [22], Scale-
Invariant Feature Transform (SIFT) keypoints, which
are obtained from each RGB color channel of mel-
spectrograms image, are matched via feature vector to
locate forged regions. The center of the forged regions is
used to mark the forged segments according to correla-
tion features and euclidean distances. Alternatively, Yang
et al. [23] convert the problem of detecting and locating
duplicates into a procedure similar to locality-sensitiveCEUR
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hashing. Neither of these two works is suitable for sit-
uations where the forged region is extremely similar to
its neighbor, such as a segment forged by noise addition
only. Wu et al. [24] introduce a location model similar
to Question-Answering strategy, which is to make the
model answer "where are the start and end points" of
anomalous clips. But it makes the problem more am-
biguous because apparently it is not a natural language
understanding task.

To solve these problems, we propose TranssionADD
system, which specifically addresses poor generalization
and outlier problems of the location model. Firstly, we
innovatively convert the task into a sequence tagging
problem, predicting the label of each frame and merg-
ing frames with the same label to locate audio segments.
Secondly, we use RCNN-BLSTM to extract spatial and
temporal features frame by frame. To avoid the network’s
poor learning of contextual information, we use multi-
frame detection (MFD) module to compress multi-frame
information. Then we address data insufficiency by apply-
ing data augmentation including voice conversion, pitch
shift, etc. Finally, to solve outliers from isolated frames,
we introduce a penalty strategy called isolated-frame
penalty (IFP) to constrain this situation. Our submission
won second place in the ADD 2023. More explicitly, our
system mainly contributes to the following parts:

• We design a novel location model that draws in-
spiration from the sequence tagging task, specifi-
cally the Name Entity Recognition (NER) task.

• We utilize data augmentation method both before
training and during training.

• We apply MFD module to improve robustness and
add IFP loss to deal with outliers.

• Experiments show our proposed method per-
forms better than the baseline.

2. Method
In this section, we introduce details and rationales of our
proposed method, which mainly consists of four parts: 1)
RCNN-BLSTM backbone; 2) data augmentation; 3) multi-
frame detection module; and 4) isolated-frame penalty
loss.

2.1. RCNN-BLSTM Backbone
As shown in Figure 1, we use mel-spectrograms extracted
from audio as input representations, and then we build a
basic model based on residual convolutional neural net-
work (RCNN) and bi-directional long short-term mem-
ory (BLSTM). Some of our structures refer to the de-
sign of RawNet2 [21] and reference encoder [25]. Mel-
spectrograms are passed through 7 layers of 1D residual

convolution with filter size and kernel size set to be 256
and 3 respectively. After each convolutional layer, batch
normalization and Relu activation are applied.

Next, the output of final convolutional layer is fed into
a single bidirectional LSTM layer with 256 units (128 in
each direction) to generate classification representations.
At the end of the model, we use a linear layer to output
the classification probabilities of each frame of audio.

2.2. Data Augmentation
In this study, there are two major difficulties: 1) the data
is very limited and imbalanced; 2) the training and test
sets have huge disparities in terms of their domain. The
model, therefore, suffers from underperformance. To
address this issue, we propose a two-stage data augmen-
tation method.
Before-training augmentation. Both the training

set and dev set are insufficient and lack diversity. There-
fore, we propose three data augmentation methods:

• Voice conversion. Use VC [8] model trained on
given dataset to transform segments of audio and
then annotate adjusted segments as "fake".

• Noise adding. Add noise from MUSAN [26] cor-
pus to entire audio segments.

• Insertion. Insert a real audio clip with different
lengths randomly selected from other audio or
the audio itself.

In-training augmentation. Due to the fixed nature
of data augmentation before training, it limits the ran-
domness of the data. Therefore, we propose dynamic
data augmentation during training to ensure sufficient
diversity and randomness in the training data.

• Pitch shift. Randomly adjust the pitch of seg-
ments from audio and then label the adjusted
segments as "fake".

• Gaussian noise. Add Gaussian noise to seg-
ments from audio and then label the adjusted
segments as "fake".

2.3. Multi-frame Detection Module
RCNN primarily focuses on single-frame information but
lacks a broader context. To further extract more effec-
tive contextual information, we draw inspiration from
wav2vec2.0 [27] and enhance current single-frame de-
tection with an additional multi-frame detection (MFD)
module trained in a supervised manner. Multiple au-
dio frames are passed through a downsampling network
to get their multi-frame feature. The logits of the aver-
age label values corresponding to these multiple audio
frames are calculated to get an estimated label of this
segment. The multi-frame feature is then passed through
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Figure 1: Overview of our proposed system. Subfigure (a) illustrates the overall structure of our model. Subfigure (b) is the
RCNN encoder. Subfigure (c) shows the multi-frame detection module (MFD).

a classification network using the estimated label as the
target.

Precisely, as shown in Figure 1 , we use two convo-
lutional layers to build the downsampling network and
one dense layer to form the classification network. The
filter size of both convolutional layers is set to 128. The
stride values are set to be 5 and 2; the kernel sizes are
set to be 7 and 3, respectively. The cross-entropy loss of
MFD is added to the training loss. Finally, we replicate
and add the outputs of the MFD module to the outputs
of BLSTM for each frame, to enhance the classification
prediction accuracy for each frame.

2.4. Isolated-frame Penalty Loss
In traditional NER tasks, one entity corresponds to one
or several word(s); while in ADD tasks, one fake/real seg-
ment corresponds to tens or hundreds of frames. Conse-
quently, when applying regular NER to audio frame-level
predictions, a challenge arises wherein the model pre-
dicts labels that appear on a significantly higher number
of discontinuous frames, which we refer to as outliers.
Therefore, in order to constrain the case where the pre-
dicted value is different from the surrounding values, we
design an additional loss function called isolated-frame
penalty (IFP) loss.

Specifically, we devise a penalty calculation method:

simultaneously calculating the difference between cur-
rent frame and its surrounding frames (1 to 3 before and
after). Particularly, for frame 𝑖, its predicted probabil-
ity is 𝑦�̂�, and we consider the previous and following 𝑠
frames, 𝑠 ∈ {1, 2, 3} . Correspondingly, we can obtain
the regularization term 𝑟𝑠𝑖 .

𝑟
(𝑠)
𝑖 = ||𝑦𝑖 −

∑︀𝑠
𝑘=1(𝑦𝑖−𝑘 + 𝑦𝑖+𝑘)

2𝑠
|| (1)

Finally, we calculate the regularity constraint of total
N frames and divide the sum by 3 as the final regularity
constraint term 𝑅. The formula is as follows:

𝑅 =

𝑁∑︁
𝑖=1

(𝑟
(1)
𝑖 + 𝑟

(2)
𝑖 + 𝑟

(3)
𝑖 )/3 (2)

Then, our total loss involves losses of multiple modules,
and its expression is as follows:

𝐿 = 𝐿𝑆𝐹 + 𝐿𝑀𝐹𝐷 + 𝛼 *𝑅 (3)

Where 𝐿𝑆𝐹 and 𝐿𝑀𝐹𝐷 represent the cross-entropy
loss for the single frame and each MFD module, respec-
tively, while 𝑅 serves as the constraint applied to isolated
small fragments. It is important to note that the weight
𝛼 assigned to the IFP loss is a hyperparameter.
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Table 1
Scores of the dev/test dataset and the augmented dev dataset, and the iso-rate of their respective auxiliary metrics. We
conduct a series of controlled experiments using modified Rawnet2, RCNN + BLSTM backbone (proposed baseline), and our
TranssionADD (RCNN + BLSTM + two-stage data augmentation + MFD module + isolated-frame-penalty) as the experimental
control groups. The best in bold in each metric.

Model dev-score↑ iso-rate↓(%) aug-dev-score↑ aug-iso-rate↓(%) test-score↑

Rawnet2 (baseline) 0.9911 0.2245 0.9502 1.4183 0.2783
RCNN+BLSTM (proposed baseline) 0.9926 0.1684 0.9535 1.40 0.2842
TranssionADD 0.9957 0.1123 0.9933 0.6873 0.6249

Table 2
Performance comparison for ablation studies. (In the table, "-" means to remove the corresponding module)

Model dev-score↑ iso-rate↓(%) aug-dev-score↑ aug-iso-rate↓(%) test-score↑

TranssionADD 0.9957 0.1123 0.9933 0.6873 0.6249

-IFP 0.9959 0.4153 0.9931 1.0865 0.6236
-MFD 0.9934 0.2245 0.9885 0.8692 0.5182

-InAug 0.9953 0.1347 0.9804 1.5992 0.4126
-BefAug 0.9926 0.1684 0.9535 1.40 0.2842

3. Experiments

3.1. Datasets
Our dataset is a publicly available Mandarin corpus pro-
vided by organizers of ADD 2023. Some samples are all
real or all fake, and some are partially fake or partially
real.

3.2. Training Setup
3.2.1. Input representations

We compare mel-spectrograms and MFCCs, and finally
we choose mel-spectrograms as low-level acoustic rep-
resentation due to the better performance. We use a 16
kHz sampling rate for all experiments. And window size
of fast Fourier transform (FFT), hop size, and number of
output bins are set to 800, 160, and 80 respectively.

3.2.2. Data augmentation

Before training, we augment the training set and dev
set using techniques such as VC, noise addition, and
insertion. During training, we use a 0.2 random rate to
add Gaussian noise with less than 15 dB signal-to-noise
ratios (SNR) and change the audio pitch by pitch shift.

3.2.3. Implementation details

We first train the model on one NVIDIA 3090 GPU, with
64 batch sizes and 100 epochs. The models are optimized
by Adam with a learning rate of 0.0001 and weight decay

of 10−5. The hyper-parameter weight 𝛼, in the isolated-
frame penalty (IFP) loss, is set to be 0.1 as default, based
on simple tuning experiments.

3.2.4. Metrics

As follow, 𝐴𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 is used to measure the model’s abil-
ity to correctly distinguish between genuine and fake
audio, and 𝐹1_𝑠𝑒𝑔𝑚𝑒𝑛𝑡 is used to measure the model’s
ability to correctly identify fake areas from fake audios.
The final score is the weighted sum of 𝐴𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 and
𝐹1_𝑠𝑒𝑔𝑚𝑒𝑛𝑡.

𝑠𝑐𝑜𝑟𝑒 = 0.3 *𝐴𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 + 0.7 * 𝐹1_𝑠𝑒𝑔𝑚𝑒𝑛𝑡 (4)

Moreover, we consider audio should consist of long
enough consecutive frames with the same label and iso-
lated frames are possible to be outliers. Therefore, relying
solely on 𝐴𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 and 𝐹1_𝑠𝑒𝑔𝑚𝑒𝑛𝑡 may not adequately
capture the occurrence of fragmented and isolated seg-
ments in audio frame predictions. To evaluate the efficacy
of dealing with outliers, we introduce a simple auxiliary
evaluation metric called "iso-rate," as defined in Eq. 5. If
a segment is shorter than 6 frames (60ms), we classify it
as an isolated segment (𝑁𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑), and then compute the
proportion of these isolated segments appearing across
the entire dataset. A lower iso-rate indicates that the eval-
uated system has fewer isolated segments and addresses
outliers better.

iso-rate =
𝑁𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑

𝑁𝑎𝑢𝑑𝑖𝑜𝑠
(5)
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3.3. Results
From Table 1 above, our system achieves significantly
higher scores on the development set than on the test
set which may contains more variable and complicated
samples. To address this problem, we introduce the aug-
mented development set (aug-dev) as an essential refer-
ence to evaluate the model’s performance.

3.3.1. Performance

Table 1 compares three systems: 1) a modified open-
source implementation, Rawnet2; 2) our proposed base-
line, which consists of RCNN and BLSTM; and 3) our best
system, TranssionADD. The results show that Transsion-
ADD significantly outperforms the other two systems in
terms of both correct detection score and iso-rate.

3.3.2. Ablation studies

We also conduct ablation studies to demonstrate the ef-
fectiveness of each part in our method. Specifically, we
conduct individual experiments by removing different
components, including before-training augmentation (Be-
fAug), in-training augmentation (InAug), multi-frame de-
tection module (MFD), and isolated-frame penalty (IFP).

From the multi-metric comparison in Table 2, we ob-
serve that the IFP significantly reduces iso-rate while
improving the correct detection score, as evident from
the second and third rows. Additionally, the removal of
MFD module, as indicated in the fourth row, results in
a significant decrease in correct detection score, indicat-
ing its notable contribution, despite limited impact on
iso-rate. Moreover, the fifth and sixth rows demonstrate
that using data augmentation both before-training and
in-training (BefAug & InAug) leads to a significant im-
provement in performance, especially on more various
augmented development set and test set.

4. Conclusion
In summary, we propose a basic RCNN-BLSTM back-
bone to classify each frame of audio. Then we enhance
the stability and generalization ability of our base model
through diverse data augmentation techniques. We also
innovatively design a multi-frame detection (MFD) mod-
ule and isolated-frame penalty (IFP) loss to improve the
representation of local features and constrain outliers,
resulting in improved model performance. These three
aspects are crucial for our success in manipulated region
detection challenge. In the future, to further improve
the detection capabilities of our system, we will focus on
enhancing the model’s robustness against noise.
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