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Abstract
In this paper, we present our proposed system on Audio Deepfake Detection Challenge (ADD) 2023 Track 2- Manipulation
region location (RL). Speech synthesis and voice conversion technologies have been developed in the past few years. However,
synthetic audio is harmful when used by criminals and it may attack the security detection system and bring security risks,
therefore, fake audio detection technology is in urgent need. Audo Deepfake Detection Challenge extends the attack scenarios
into more aspects including manipulation region location where an audio is manipulated by other fake or true audio. To make
localization more accurate, we apply the Convolutional Recurrent Neural Network where the CNN extracts high temporal
resolution features and RNN models the context information. Besides, we apply linear-softmax pooling method to get the
utterance-level true-fake determination which is a weighted sum of frame-level detection scores. To train a noise-robust
model, we add MUSAN noise and reverberation to the raw audio. Our system ranked third in ADD 2023 Track 2 with
achieving 54.49% segment-based F1-score and 79.50% utterance-level accuracy.
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1. Introduction
Audio Deepfake Detection (ADD) is the task to detect the
fake audio which is synthesized. Manipulation region
location (RL) is a subtask of ADD, the fake audio is ma-
nipulated partially with other true or fake audio, it is the
multitask with utterance-level detection and segment-
based localization. Due to the complexity of audios in
realistic scenarios, it is still very hard to distinguish fake
audios from real ones, and the localization is more chal-
lenged as the manipulated region hides in true audio [1].
It is crucial to detect the fake audio, as it can undermine
the robustness of broadly implemented biometric iden-
tification systems and can be harnessed by in-the-wild
attackers for criminal usage [2, 3, 4]. Some methods have
been explored to detect the fake audios [5, 6, 7, 8, 9].

Audio Deepfake Detection challenge, start from 2022,
has greatly promotes the development of ADD [10]. In
this year, it has three tracks: the track1 includes two
subtasks with fake audio generation and detection which
aims to generate more realistic fake audios and design
more discriminative models to detect the generated fake
audio respectively; the track2 is Manipulation region
location (RL) where participants should not only deter-
mine the audio type in utterance-level but also localize
the manipulated region; the track3 aims to recognize the
algorithms of deepfake audios.

This paper presents our work for Track2-Manipulation
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region location (RL) of the ADD 2023 challenge. We
study how to design neural network structure and how
to train the model in both clip-level and frame-level to
increase both the detection and localization capability of
the model. Specifically we apply the convolution recur-
rent neural network [11] (CRNN) as our backbone and
we train the CRNN model in multitask learning manner.

In audio detection filed, such as sound event detec-
tion, CRNN is usually used to model local and global
information. It has three parts: CNN, RNN and localiza-
tion module. The CNN extracts temporal representation
with limited receptive region to increase the discrimina-
tion among frames, but the global information is insuf-
ficient. Directly enlarging the receptive region of CNN
with pooling or large kernel will decrease the discrimi-
nation among frames, which is harmful to frame-level
detection task. In CRNN, after extracting the frame-level
output embeddings with CNN, RNN is used to further
model the context information which compensate for the
global information loss of CNN. After RNN, the localiza-
tion module (a classifier) is used to get frame-level predic-
tions. Considering the strengths of CRNN, we introduce
it for RL task instead of only using CNN. Besides, as this
track evaluates the model performance in both frame-
level (localization) and clip-level (detection), the CRNN
model is trained in multitask learning manner, and to
transfer the clip-level classification ability to frame-level
and aggregate the frame-level predictions to clip-level
prediction, linear-softmax pooling [12] is used. Finally,
to train a noise-robust model, MUSAN noise [13] and RIR
[14] are used as data augmentation.

The model is trained on development dataset, and eval-
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Figure 1: Convolutional Recurrent Neural Network.

uated on (1) official evaluation dataset ; (2) our synthetic
partial fake audio dataset with the fully true and fake
audio from track1.2 to analyze the models in more detail.
Our system achieves 54.49% segment-based F1-score and
79.5% utterance-level accuracy on the official evaluation
dataset, and also achieves 11.43% frame-level EER and
11.10% clip-level EER on our synthetic dataset.

The following of this paper is organized: in section
2, we introduce the CRNN model structure and the mul-
titask learning method, in section 3, we introduce the
dataset, data augmentation, feature extraction, experi-
ment configurations and evaluation metric, in section 4
we evaluated the performance of different models and
learning methods, and finally we conclude this paper in
section 5.

2. Methods

2.1. Convolutional Recurrent Neural
Network

The model structure of CRNN is shown in Figure 1,
the CRNN model has three part: CNN, RNN and clas-
sifier+softmax. The input is log-mel spectrogram, it is
feed to CNN block firstly, the CNN block has 5 sub-blocks,
each sub-block is a VGG-style block which contains con-
volution block, batch normalization and ReLU activa-
tion function, they are stacked by Conv-BN-Conv-BN-
ReLU and followed by average pooling. To maintain a
high temporal resolution (as the detection is applied at
every 0.01s), the average pooling is only applied along
frequency-dimension. After the CNN block, frequency-
wise global average pooling is used to get frame-level
representations, then the output is feed to Bi-GRU which
has 2 layers, finally a classifier with softmax is used to
get frame-level prediction. The configuration of CRNN
model is shown in Table 1.

Table 1
Configuration of CRNN. The config for CNN is de-
noted by (kernal_T,kernal_F)-(in_channels,out_channels)-
(pool_stried_T,pool_stried_F). The config for Bi-GRU is de-
noted by (hidden dimension), the configuration for linear
classier is denoted by (in_channels,out_channels)

block config output shape
input - (400,41)
CNN1 (3,3)-(1,32)-(1,2) (400,20,32)
CNN2 (3,3)-(32,64)-(1,2) (400,10,64)
CNN3 (3,3)-(64,128)-(1,2) (400,5,128)
CNN4 (3,3)-(128,128)-(1,2) (400,2,128)
CNN5 (3,3)-(128,128)-(1,2) (400,1,128)

Global pool - (400,128)
Bi-GRU1 (128) (400,256)
Bi-GRU2 (128) (400,256)
classifier (256,2) (400,2)
softmax - (400,2)
output - (400,2)

2.2. Multitask learning method
The relation of utterance fake and frame fake is bag-
instance, and often obey the standard multiple instance
(SMI) assumption: the bag label is positive if and only if
the bag contains at least one positive instance. In clip-
level, the model is trained in a multi-instance learning
manner, while in frame-level, the model is trained in a
standard supervised learning manner. We term the whole
training method as multitask learning

Specifically given frame-level prediction 𝑝𝑓𝑟𝑎𝑚𝑒 ∈
R𝑇×2, the 2 class denotes fake and true respectively.
We select the frame-level fake prediction 𝑝𝑓𝑟𝑎𝑚𝑒,𝑓𝑎𝑘𝑒 ∈
R𝑇×1, the clip-level fake prediction 𝑝𝑐𝑙𝑖𝑝,𝑓𝑎𝑘𝑒 ∈ R1 is a
weighted average of 𝑝𝑓𝑟𝑎𝑚𝑒,𝑓𝑎𝑘𝑒, it is implemented with
linear-softmax pooling [12] method:

𝑝𝑐𝑙𝑖𝑝,𝑓𝑎𝑘𝑒 =
𝑇∑︀

𝑖=0
𝑝2𝑓𝑟𝑎𝑚𝑒,𝑓𝑎𝑘𝑒,𝑖/

𝑇∑︀
𝑖=0

𝑝𝑓𝑟𝑎𝑚𝑒,𝑓𝑎𝑘𝑒,𝑖 (1)

where 𝑖 denotes the 𝑖𝑡ℎ frame, the 𝑝𝑐𝑙𝑖𝑝,𝑡𝑟𝑢𝑒 ∈ R1 and
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Figure 2: Manipulate region localization.

𝑝𝑐𝑙𝑖𝑝 ∈ R2 are defined as:

𝑝𝑐𝑙𝑖𝑝,𝑡𝑟𝑢𝑒 = 1− 𝑝𝑐𝑙𝑖𝑝,𝑓𝑎𝑘𝑒 (2)

𝑝𝑐𝑙𝑖𝑝 = 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒(𝑝𝑐𝑙𝑖𝑝,𝑓𝑎𝑘𝑒, 𝑝𝑐𝑙𝑖𝑝,𝑡𝑟𝑢𝑒) (3)

Given clip-level prediction 𝑝𝑐𝑙𝑖𝑝 and frame-level predic-
tion 𝑝𝑓𝑟𝑎𝑚𝑒, the loss function for the data with batch size
𝐵 is a sum of frame-level and clip-level Cross-Entropy
loss in which is defined as follows,

𝐿 = − 1

𝐵

𝐵∑︁
𝑖=0

2∑︁
𝑘=0

𝑦𝑐𝑙𝑖𝑝,𝑖,𝑘𝑙𝑜𝑔(𝑝𝑐𝑙𝑖𝑝,𝑖,𝑘)

− 1

𝐵𝑇

𝐵∑︁
𝑖=0

𝑇∑︁
𝑗=0

2∑︁
𝑘=0

𝑦𝑓𝑟𝑎𝑚𝑒,𝑖,𝑗,𝑘𝑙𝑜𝑔(𝑝𝑓𝑟𝑎𝑚𝑒,𝑖,𝑗,𝑘)

(4)

where the 𝑦𝑐𝑙𝑖𝑝,𝑖 ∈ R2 and 𝑦𝑓𝑟𝑎𝑚𝑒,𝑖,𝑗 ∈ R2 denotes the
clip-level and frame-level one-hot labels respectively, the
𝑖 denotes the 𝑖𝑡ℎ sample,the 𝑗 denotes the 𝑗𝑡ℎ frame.

With the linear-softmax pooling to aggregate the
frame-level predictions to clip-level prediction, the gradi-
ent of clip-level loss also affects the frame-level learning,
and the frame-level predictions are driven to the extremes
0 and 1, resulting in well-localized detections of sound
events, which has been explored in [12]. Linear-softmax
pooling is better than mean or max pooling, because the
max pooling is affected by false positive predictions and
the mean pooling shows worse performance when detect
short duration manipulated region.

2.3. Manipulate region localization
As the fake region is very realistic, the fake probabil-
ity is usually small when the model is evaluated on the
evaluation dataset, therefore, we tune the threshold to a
small value to get hard output from soft fake predictions,
the manipulate region is further determined as shown in
figure 2. And the utterance-level and frame-level predic-
tions share different thresholds.

Table 2
Dataset description

DataSet True Full-fake Partial-fake
Train 26554 1185 25354
Dev 8913 430 8480
Syn-Dev 2307 26017 8000
Evaluation 50000

3. Experimental Setups

3.1. Datasets
The development dataset is ADD 2023 track2 dataset
provided by organizers, the audio samples of train and
dev set are shown in Table 2. In our exploration, we find
the dev set are too easy to detect and localize fake audios,
therefore, we synthesis another dev set with cut-paste
the audio from track1.2 dev set, also shown in Table 2,
and we mainly validate our model on the synthetic-dev
dataset.

3.2. Input representations
The input sound clip is first cut or pad to 4s, and log
Mel-spectrogram is extracted, which is based on short-
time Fourier transform (STFT), the window size of fast
Fourier transform (FFT) is 25ms, the hop size is 10ms,
the FFT number 512, the mel filter number is 41. As a
result, each 4-second sound clip is transformed into a 2D
time-frequency representation with a size of (400×41) as
the model input after instance mean-std normalization.

3.3. Data augmentation
We perform on-the-fly data augmentation by adding
noise from MUSAN dataset and perform room impulse
response (RIR) simulation.

3.4. Train settings
The model is trained for 10 epochs with learning rate of
0.01, SGD is used as optimizer with momentum of 0.9
and weight decay of 1e-4. We set balanced weight for CE
loss based on the duration of true and fake region.

3.5. Evaluation metric
Our models are firstly evaluated on syn-dev dataset with
frame-level and clip-levl EER metric. Then the model is
evaluated on the official rank metrics including utterance-
level accuracy (ACC) and segment-based F1-score. Specif-
ically, given the number of frame-level true positive (TP),
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Table 3
Performance on the Syn-Dev dataset

Model Pooling DataAug Frame-level EER, % Clip-level EER, % SB-F1, %
CNN Linear-softmax Yes 13.41 11.16 22.25
CNN Linear-softmax No 14.96 12.21 16.67
CNN Max Yes 13.41 12.16 22.25
CNN Mean Yes 13.41 11.28 22.25
CRNN Linear-softmax Yes 11.43 11.10 87.46
CRNN Linear-softmax No 17.21 11.78 42.23
CRNN Max Yes 11.43 12.36 87.46
CRNN Mean Yes 11.43 12.10 87.46

false positive (FP), false negative (FN) samples, the preci-
sion, recall, segment-based F1-score (SB-F1) is calculated,

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(5)

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(6)

𝐹1 =
2𝑃𝑅

𝑃 +𝑅
(7)

given the number of utterance-level positive (TP), false
positive (FP), true negative (TN), false negative samples
(FN), the ACC is calculated,

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(8)

the ranking score is a weighted sum of SB-F1 and ACC,

𝑆𝑐𝑜𝑟𝑒 = 0.3×𝐴𝐶𝐶 + 0.7×𝐹1 (9)

4. Results
In this section, we firstly evaluate our models on the syn-
dev dataset to show the performance of CRNN model,
linear-softmax pooling, and data augmentaions, in this
case, we use a fixed threshold of 0.5 to determine the fake
detection. Then we report the results on the leaderboard
of our models with tuning a best threshold to balance the
precision and recall rate.

4.1. Evaluation on syn-dev dataset
As shown in Table3, the CRNN model with linear-softmax
pooling and data augmentation achieves best results of
11.43% frame-level EER, 87.46%segment-based F1 and
11.10% clip-level EER. With out data augmentation, the
performance decreases by a large margin, which shows
that the MUSAN noise and RIR help train a robust model.
Without GRU, the performance also decreased, especially
the SB-F1, which show that GRU helps model the context
information which is beneficial for detection task. Replac-
ing linear-softmax with max pooling or mean pooling

Table 4
Performance on the evaluation dataset with different model
and augmentation

Model ACC, % SB-F1, % Score, %
CRNN+Aug+linear 79.50 54.49 62.02
CRNN+linear 53.6 33.6 39.2
CNN+Aug+linear 70.20 36.65 46.71
CNN+linear 67.2 28.9 40.42

Table 5
Performance on the evaluation dataset with different pooling
function and thresholding. linear denotes linear-softmax pool-
ing, fix denotes used fixed threshold of 0.5

Model ACC, % SB-F1, % Score, %
CRNN+Aug+linear 79.50 54.49 62.02
CRNN+Aug+linear+fix 75.61 53.47 60.11
CRNN+Aug+mean 66.05 54.49 57.90
CRNN+Aug+max 78.70 54.49 61.70

achieves worse results which shows the linear-softmax
pooling is a better aggregation method to pool the frame-
level predictions to clip-level prediction (we only change
the pooling function in the test stage, as simply use mean
or max pooling in the training stage achieve worse re-
sults and they do not obey the standard multiple instance
(SMI) assumption [12]).

4.2. Leaderboard results on evaluation
dataset

As shown in Table 4, Our best model CRNN-Aug-linear
achieves best results among our submissions with 54.49%
SB-F1 and 79.50% ACC, which ranked third in the chal-
lenge. Without GRU or augmentaion, the performance
decreased by a large margin, the evaluation may share
different data distribution with the development, there-
fore, data augmentation will reduce the overfitting to the
training set. As there are more parameters in CRNN and
the feature space becomes larger after using RNN to mod-
eling the context information among frames, the CRNN
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model is easier to overfit to training data compared with
CNN, therefore, without data augmentation, the perfor-
mance of CRNN decreased a lot and is even worse than
CNN. As shown in Table 5, without thresholding (i.e., use
fixed threshold of 0.5), the performance decreses, which
shows that the fake audio in the evaluation dataset may
be more realistic, resulting in low prediction probability,
and threshold independent metric may be more appro-
priate for evaluation. Finally, the linear-softmax pooling
also achieves best performance on the evaluation dataset
compared with mean and max pooling.

5. Conclusion
In this paper, we present our submitted systems on
the ADD 2023 challenge. To be specific, we use the
CRNN model as backbone and train the model in a mul-
titask learning manner. The RNN models the context
information which is benifical to detection task, and in
the multitask-learning, linear-softmax pooling helps get
more precise clip-level fake detection results. MUSAN
and RIR are used as data augmentation to make the model
generalize to unseen data. Our final model achieves the
54.49% SB-F1 score and 79.5% ACC which ranked third
on the leaderboard. In the future, we are aiming to design
better models and study how to synthesis more realistic
fake audios for training models.
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