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Abstract	
Although	generative	artificial	 intelligence	(AI)	chatbots	have	recently	attracted	a	 lot	of	attention,	the	
antecedents	of	their	user	perceptions	as	well	as	their	use	intention	and	actual	use	at	work	remain	poorly	
understood.	In	this	study,	we	aim	to	address	this	gap	from	the	socio-technical	perspective	of	information	
systems	(IS)	research	by	examining	how	the	perceived	usefulness	and	use	continuance	intention	of	gen-
erative	AI	chatbots	at	work	are	affected	by	the	job	and	personal	characteristics	of	their	users.	The	ex-
amination	is	based	on	a	sample	of	338	current	or	prior	users	of	generative	AI	chatbots	at	work	that	was	
collected	via	an	online	survey	in	the	summer	of	2023	and	is	analysed	with	covariance-based	structural	
equation	modelling	(CB-SEM).	We	find	the	effects	of	both	job	and	user	characteristics	on	the	perceived	
usefulness	 and	 use	 continuance	 intention	 of	 generative	 AI	 chatbots	 at	 work	 to	 be	 relatively	 weak,	
whereas	perceived	usefulness	is	found	to	act	as	a	strong	antecedent	of	use	continuance	intention.	Fi-
nally,	we	discuss	the	contributions	of	the	study	from	both	theoretical	and	practical	perspectives.	
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1. Introduction	
Artificial	intelligence	(AI)	is	a	technology	with	the	potential	to	bring	about	substantial	changes	in	
our	society,	and	it	can	be	considered	to	have	immense	implications	also	for	the	future	of	work	
(e.g.,	[1–3]).	Thus,	it	is	not	surprising	that	AI	has	been	studied	more	and	more	(e.g.,	[4–7])	also	
from	the	socio-technical	perspective	of	information	systems	(IS)	research,	which	focuses	on	the	
interactions	between	the	social	and	technical	components	of	various	socio-technical	systems	[8].	
One	particular	type	of	AI	that	has	recently	attracted	a	lot	of	attention,	both	in	academia	and	in	the	
mainstream	media,	is	generative	AI,	which	refers	to	AI	that	can	be	used	to	generate	text,	images,	
video,	audio,	code,	or	practically	any	other	type	of	content	as	a	response	to	a	prompt	provided	by	
the	user	[9].	This	attention	has	been	driven	by	the	launch	of	several	novel	generative	AI	chatbots	
based	on	large	language	models	(LLMs),	such	as	OpenAI’s	ChatGPT	(launched	on	30	November	
2022	and	based	on	OpenAI’s	proprietary	generative	pre-trained	transformer	[GPT]	models	GPT-
3.5	and	GPT-4),	Microsoft’s	Bing	Chat	(launched	in	February	2023	and	also	based	on	OpenAI’s	
GPT-4	model),	and	Google’s	Bard	(launched	in	March	2023	and	based	on	Google’s	proprietary	
Language	Model	for	Dialogue	Applications	[LaMDA]	model)	[10].	These	novel	generative	AI	chat-
bots	have	proven	not	only	to	clearly	exceed	the	performance	of	their	predecessors	but	also	to	be	
very	versatile	–	true	“jacks	of	all	trades”	[11].	For	example,	they	are	able	to	conduct	conversations	
that	are	practically	indistinguishable	from	conversations	between	two	humans,	answer	almost	
any	questions,	tell	(at	least	half-decent)	jokes,	write	essays,	poems,	lyrics,	and	other	types	of	lit-
erary	works,	translate,	edit,	and	summarise	text,	and	even	act	as	programmers	by	writing	or	de-
bugging	code	in	various	programming	languages.	
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Because	of	these	impressive	abilities,	generative	AI	chatbots	have	attracted	much	attention	
also	in	terms	of	the	future	of	work,	and	several	prior	studies	have	already	highlighted	their	trans-
formative	potential	for	many	industries	and	professions,	such	as	education	(e.g.,	[9,	10,	12–14]),	
health	care	(e.g.,	[15–19]),	hospitality	and	tourism	(e.g.,	[20–24]),	knowledge	work	(e.g.,	[25]),	
and	organisational	management	(e.g.,	[26]).	However,	in	contrast	to	the	macro-level	perspective	
adopted	in	most	prior	studies,	few	prior	studies	have	so	far	adopted	a	more	micro-level	perspec-
tive	and	examined,	for	example,	what	kinds	of	factors	act	as	the	antecedents	of	the	various	user	
perceptions	of	generative	AI	chatbots	(e.g.,	their	perceived	usefulness)	or	their	use	intention	and	
actual	use	at	work.	For	example,	little	is	known	about	how	useful	generative	AI	chatbots	are	ac-
tually	perceived	to	be	by	people	who	use	them	at	work	or	how	motivated	these	people	are	to	
continue	using	them	in	their	 jobs	 in	the	future.	Similarly,	even	less	 is	known	about	how	these	
perceptions	 or	motivations	 potentially	 differ	 between	 people	with	 different	 job	 and	 personal	
characteristics.	In	this	study,	we	aim	to	address	these	research	gaps	from	the	socio-technical	per-
spective	of	IS	research	by	examining	how	the	perceived	usefulness	and	use	continuance	intention	
of	generative	AI	chatbots	at	work	 (i.e.,	 the	perceptions	and	conations	concerning	 the	 technical	
component	of	a	socio-technical	system)	are	affected	by	the	job	and	personal	characteristics	of	their	
users	(i.e.,	the	task-related	and	individual-related	aspects	of	the	social	component	of	a	socio-tech-
nical	system).	The	examination	is	based	on	a	sample	of	338	current	or	prior	users	of	generative	
AI	chatbots	at	work	that	was	collected	via	an	online	survey	in	the	summer	of	2023	and	is	analysed	
with	covariance-based	structural	equation	modelling	(CB-SEM).	As	a	contribution,	we	advance	
the	theoretical	understanding	of	the	antecedents	of	the	user	perceptions	and	use	continuance	of	
generative	AI	chatbots	at	work	as	well	as	provide	several	important	implications	for	practice.	
After	this	introductory	section,	we	present	the	research	model	and	research	hypotheses	of	the	

study	in	Section	2.	The	research	methodology	and	research	results	of	the	study	are	reported	in	
Sections	3	and	4,	and	the	research	results	are	discussed	in	more	detail	in	Section	5.	Finally,	we	
conclude	the	paper	with	a	brief	discussion	of	the	limitations	of	the	study	and	some	potential	paths	
for	future	research	in	Section	6.	

2. Research	model	and	research	hypotheses	
The	theoretical	foundation	of	our	research	model	is	based	on	Task–Technology	Fit	(TTF)	theory	
[27],	in	which	the	degree	to	which	a	technology	is	able	to	assist	an	individual	in	performing	his	
or	her	portfolio	of	tasks	(or	a	job),	and	consequently	the	perceived	usefulness	and	use	continu-
ance	intention	of	that	particular	technology	(e.g.,	[28,	29]),	are	hypothesised	to	be	determined	by	
the	interaction	of	three	antecedents:	(1)	task	characteristics,	(2)	technology	characteristics,	and	
(3)	individual	characteristics.	That	is,	in	order	for	a	particular	technology	to	perform	optimally	
and	to	be	perceived	as	useful	and	motivating	to	be	used	also	in	the	future,	it	has	to	match	both	the	
characteristics	of	the	job	in	which	it	is	being	used	and	the	characteristics	of	the	individual	who	is	
using	it.	Thus,	we	hypothesise	that	also	the	perceived	usefulness	and	use	continuance	intention	
of	generative	AI	chatbots	at	work	are	affected	by	two	main	groups	of	antecedents:	job	character-
istics	and	user	characteristics.	This	hypothesis	can	be	seen	to	fit	well	the	socio-technical	perspec-
tive	of	IS	research	(e.g.,	[8])	in	terms	of	focusing	on	how	the	perceptions	and	conations	concerning	
the	technical	component	of	a	socio-technical	system	(i.e.,	perceived	usefulness	and	use	continu-
ance	intention)	are	affected	by	the	task-related	and	individual-related	aspects	of	the	social	com-
ponent	of	that	same	system	(i.e.,	job	and	user	characteristics).	
Of	course,	in	terms	of	the	outcome	constructs	in	our	research	model,	we	could	have	also	fo-

cused	on	the	effects	of	job	and	user	characteristics	only	on	perceived	usefulness	and	hypothesised	
that	their	effects	on	use	continuance	intention	are	fully	mediated	by	it	because	perceived	useful-
ness	has	been	found	to	act	as	one	of	the	main	antecedents	of	use	intention	and	use	continuance	
intention	in	prior	research	(e.g.,	[29–32]).	However,	instead	of	focusing	only	on	such	indirect	ef-
fects	of	job	and	user	characteristics	on	use	continuance	intention	via	perceived	usefulness,	we	
see	it	as	important	to	focus	also	on	the	direct	effects	of	job	and	user	characteristics	on	use	contin-
uance	intention	because	not	all	the	effects	are	necessarily	fully	mediated	by	perceived	usefulness.	
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For	example,	while	users	with	specific	job	and	personal	characteristics	may	not	perceive	genera-
tive	AI	chatbots	as	particularly	useful,	they	may	still	have	a	strong	intention	to	continue	using	
them	at	work	for	some	other	reasons,	such	as	being	able	to	match	the	work	performance	of	other	
people	in	the	same	job	who	are	using	generative	AI	chatbots	at	work.	In	the	following	three	sub-
sections,	we	discuss	the	research	constructs	and	the	research	hypotheses	of	our	research	model	
in	more	detail,	beginning	with	the	aforementioned	job	and	user	characteristics.	

2.1. Research	hypotheses	on	job	characteristics	

In	terms	of	 job	characteristics,	we	focus	on	four	characteristics	 that	are	specified	 in	the	Work	
Design	Questionnaire	(WDQ)	by	Morgeson	and	Humphrey	[33]	and	can	be	seen	as	especially	rel-
evant	for	the	use	of	generative	AI	chatbots	at	work:	(1)	job	creativity	requirement,	(2)	job	task	
variety,	(3)	job	specialisation,	and	(4)	job	social	interaction.	First,	job	creativity	requirement	or	
job	problem-solving	requirement	 (of	which	we	use	the	former	term	in	this	paper)	refers	to	the	
degree	to	which	individuals	perceive	that	creativity	or	generating	unique	or	innovative	ideas	or	
solutions	is	required	to	perform	their	job	effectively	[33–35].	In	turn,	job	task	variety	refers	to	the	
degree	to	which	a	job	involves	performing	a	wide	range	of	tasks,	whereas	job	specialisation	refers	
to	 the	 degree	 to	which	 a	 job	 involves	 performing	 specialised	 tasks	 or	 possessing	 specialised	
knowledge	and	skills	[33].	In	a	sense,	these	two	characteristics	can	be	seen	as	opposites	of	each	
other	because	whereas	the	former	characteristic	focuses	more	on	the	width	of	knowledge	and	
skills	required	in	the	job,	the	latter	characteristic	focuses	more	on	the	depth	of	knowledge	and	
skills	required	in	the	job.	Finally,	job	social	interaction	is	based	on	the	interaction	outside	the	or-
ganisation	characteristic	of	the	WDQ,	which	we	extend	here	to	cover	social	interaction	not	only	
outside	but	also	within	the	organisation,	thus	reflecting	the	degree	to	which	the	job	involves	in-
teracting	and	communicating	with	individuals	either	external	or	internal	to	the	organisation.	
Of	the	job	characteristics,	we	hypothesise	both	job	creativity	requirement	and	job	task	variety	

to	have	positive	effects	on	the	perceived	usefulness	and	use	continuance	of	intention	of	genera-
tive	AI	chatbots	at	work.	On	one	hand,	this	is	based	on	the	ability	of	generative	AI	chatbots	to	
mimic	human	creativity	[25],	which	can	be	assumed	to	promote	their	perceived	usefulness	and	
use	continuance	intention	particularly	in	knowledge-intensive	jobs	with	high	creativity	require-
ment	[25].	On	the	other	hand,	it	is	based	on	the	versatility	of	generative	AI	chatbots	[11],	which	
can	be	assumed	to	promote	their	perceived	usefulness	and	use	continuance	intention	particularly	
in	jobs	with	high	task	variety	[36,	37].	In	contrast,	we	hypothesise	both	job	specialisation	and	job	
social	 interaction	to	have	negative	effects	on	the	perceived	usefulness	and	use	continuance	of	
intention	of	generative	AI	chatbots	at	work.	On	one	hand,	this	is	based	on	the	assumption	that	the	
more	specialised	one’s	job-related	tasks	are,	the	less	chance	there	is	for	generative	AI	chatbots	or	
any	other	general-purpose	technologies	to	assist	one	in	these	tasks,	thus	impeding	particularly	
the	routinisation	of	their	use	[38].	On	the	other	hand,	it	is	based	on	the	assumption	that	if	one’s	
job-related	tasks	consist	mostly	of	interacting	with	other	people,	there	is	less	chance	for	one	to	
interact	with	technologies	like	generative	AI	chatbots	and	use	them	to	assist	one	in	these	tasks.	
We	summarise	the	eight	hypotheses	concerning	the	effects	of	job	characteristics	on	the	perceived	
usefulness	and	use	continuance	intention	of	generative	AI	chatbots	at	work	as	follows:	
	
H1a:	Job	creativity	requirement	positively	affects	the	perceived	usefulness	of	
generative	AI	chatbots	at	work.	
	
H1b:	Job	creativity	requirement	positively	affects	the	use	continuance	intention	of	
generative	AI	chatbots	at	work.	
	
H2a:	Job	task	variety	positively	affects	the	perceived	usefulness	of	generative	AI	
chatbots	at	work.	
	
H2b:	Job	task	variety	positively	affects	the	use	continuance	intention	of	generative	
AI	chatbots	at	work.	
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H3a:	Job	specialisation	negatively	affects	the	perceived	usefulness	of	generative	AI	
chatbots	at	work.	
	
H3b:	Job	specialisation	negatively	affects	the	use	continuance	intention	of	generative	
AI	chatbots	at	work.	
	
H4a:	Job	social	interaction	negatively	affects	the	perceived	usefulness	of	generative	
AI	chatbots	at	work.	
	
H4b:	Job	social	interaction	negatively	affects	the	use	continuance	intention	of	generative	
AI	chatbots	at	work.	

2.2. Research	hypotheses	on	user	characteristics	

In	terms	of	user	characteristics,	we	focus	on	four	characteristics	that	have	been	commonly	hy-
pothesised	and	found	to	affect	technology	acceptance	and	use	in	prior	research	(e.g.,	[31,	32]):	
(1)	gender,	(2)	age,	(3)	education,	and	(4)	job	experience	(in	the	current	job).	These	characteris-
tics	have	been	found	to	affect,	 for	example,	the	technology	readiness	of	 individuals,	with	men,	
younger	individuals,	and	more	highly	educated	individuals	having	higher	technology	readiness	
and	women,	 older	 individuals,	 and	 less	 highly	 educated	 individuals	 having	 lower	 technology	
readiness	[39,	40].	In	addition,	in	recent	meta-analyses	(e.g.,	[41]),	men	have	also	been	found	to	
have	a	more	positive	attitude	toward	technology	compared	with	women.	In	turn,	higher	technol-
ogy	readiness	and	a	more	positive	attitude	toward	technology	in	general	can	be	assumed	to	result	
in	more	positive	perceptions	of	a	particular	technology,	thereby	also	supporting	its	use	continu-
ance	intention.	Thus,	we	hypothesise	that	men,	younger	individuals,	and	more	highly	educated	
individuals	perceive	generative	AI	chatbots	as	more	useful	and	have	a	stronger	intention	to	con-
tinue	using	them	compared	with	women,	older	individuals,	and	less	highly	educated	individuals.	
In	addition,	we	hypothesise	that	individuals	who	have	more	experience	in	their	current	job	per-
ceive	generative	AI	chatbots	as	more	useful	and	have	a	stronger	intention	to	continue	using	them	
at	work	compared	with	individuals	who	have	less	experience	in	their	current	job.	This	is	based	
on	the	assumption	that	more	job	experience	results	in	a	better	understanding	of	the	job-related	
tasks	and,	thus,	also	of	how	generative	AI	chatbots	may	be	used	to	assist	one	in	these	tasks.	We	
summarise	the	eight	hypotheses	concerning	the	effects	of	user	characteristics	on	the	perceived	
usefulness	and	use	continuance	intention	of	generative	AI	chatbots	at	work	as	follows:	
	
H5a:	Gender	affects	the	perceived	usefulness	of	generative	AI	chatbots	at	work,	with	men	
perceiving	them	as	more	useful	compared	with	women.	
	
H5b:	Gender	affects	the	use	continuance	intention	of	generative	AI	chatbots	at	work,	with	
men	having	a	stronger	intention	to	continue	using	them	compared	with	women.	
	
H6a:	Age	negatively	affects	the	perceived	usefulness	of	generative	AI	chatbots	at	work.	
	
H6b:	Age	negatively	affects	the	use	continuance	intention	of	generative	AI	chatbots	at	work.	
	
H7a:	Education	positively	affects	the	perceived	usefulness	of	generative	AI	chatbots	at	work.	
	
H7b:	Education	positively	affects	the	use	continuance	intention	of	generative	AI	chatbots	at	work.	
	
H8a:	Job	experience	positively	affects	the	perceived	usefulness	of	generative	AI	
chatbots	at	work.	
	
H8b:	Job	experience	positively	affects	the	use	continuance	intention	of	generative	AI	
chatbots	at	work.	
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2.3. Other	research	hypotheses	and	a	summary	of	the	research	model	

In	addition	to	the	four	job	characteristics	and	four	user	characteristics	mentioned	above,	we	also	
add	one	control	variable	concerning	the	non-work	use	of	generative	AI	chatbots	to	our	research	
model.	This	control	variable	can	be	seen	as	relevant	in	that	individuals	who	use	generative	AI	
chatbots	in	non-work	contexts	in	addition	to	the	work	context	have	likely	gained	more	experience	
in	using	the	technology,	which	can	be	assumed	to	affect	their	perceptions	of	its	usefulness	and	
their	intention	to	continue	using	it.	We	hypothesise	that	the	effect	of	this	use	experience	on	the	
perceived	usefulness	and	use	continuance	intention	of	generative	AI	chatbots	at	work	is	positive	
rather	than	negative	because	it	can	be	assumed	to	provide	the	users	with	a	better	understanding	
of	the	technology	and	of	how	it	may	be	used	to	assist	one	not	only	in	non-work	contexts	but	also	
in	the	work	context.	These	two	hypotheses	are	summarised	as	follows:	
	
H9a:	Non-work	use	of	generative	AI	chatbots	affects	their	perceived	usefulness	at	work,	with	
those	who	use	them	in	non-work	contexts	in	addition	to	the	work	context	perceiving	them	as	
more	useful.	
	
H9b:	Non-work	use	of	generative	AI	chatbots	affects	their	use	continuance	intention	at	work,	
with	 those	who	 use	 them	 in	 non-work	 contexts	 in	 addition	 to	 the	work	 context	 having	 a	
stronger	intention	to	continue	using	them.	
	

Finally,	in	our	research	model,	we	also	hypothesise	a	positive	effect	of	perceived	usefulness	on	
use	continuance	intention.	This	is	based	on	the	role	of	perceived	usefulness	as	one	of	the	main	
antecedents	of	use	intention	and	actual	use	in	numerous	IS	theories,	such	as	the	Technology	Ac-
ceptance	Model	 (TAM)	 [30]	and	 the	Unified	Theory	of	 the	Acceptance	and	Use	of	Technology	
(UTAUT)	[31,	32].	This	final	hypothesis	is	summarised	as	follows:	
	
H10:	Perceived	usefulness	of	generative	AI	chatbots	at	work	positively	affects	their	use	con-
tinuance	intention	at	work.	

	
The	resulting	research	model	is	summarised	in	Figure	1,	illustrating	the	hypothesised	effects	of	
the	four	job	characteristics,	four	user	characteristics,	and	one	control	variable	on	the	perceived	
usefulness	and	use	continuance	intention	of	generative	AI	chatbots	at	work	as	well	as	the	effect	
of	perceived	usefulness	on	use	continuance	intention.	
	

	
Figure	1:	Research	model	and	research	hypotheses	
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3. Methodology	
The	data	for	testing	the	research	hypotheses	in	our	research	model	was	collected	in	the	summer	
of	2023	via	an	online	survey	that	was	conducted	by	using	the	LimeSurvey	service.	The	respond-
ents	of	the	survey	were	recruited	by	sending	an	invitation	to	1,207	respondents	of	our	previous	
online	survey	that	was	conducted	about	a	year	earlier	in	the	spring	of	2022.	In	this	previous	sur-
vey,	these	invited	respondents	had	indicated	that	they	had	used	some	kind	of	a	robot	or	intelligent	
system	(more	specifically	a	physical	robot,	software	robot,	chatbot,	or	virtual	assistant)	at	work,	
which	is	why	we	considered	them	ideal	informants	for	the	present	survey	in	terms	of	likely	having	
higher	than	average	adoption	rates	for	using	generative	AI	chatbots	at	work.	
The	respondents	of	this	previous	survey	were	originally	recruited	by	using	an	online	crowd-

sourcing	service,	which	have	been	deemed	a	reliable	and	valid	method	of	collecting	data	also	in	
IS	research	[42].	More	specifically,	we	used	the	Prolific	service,	which	has	been	found	to	provide	
better	or	at	least	equal	data	quality	and	a	more	heterogeneous	population	of	participants	than	its	
alternatives,	such	as	the	Amazon	Mechanical	Turk	(MTurk)	service	[43,	44].	This	same	service	
was	also	used	 for	sending	the	 invitations	 to	participate	 in	 the	present	survey.	 In	 the	previous	
survey,	because	we	were	mainly	interested	in	the	use	of	robots	at	work,	we	recruited	only	re-
spondents	who	were	employed	either	full-time	(≥	30	h	/	week)	or	part-time	(<	30	h	/	week)	and	
who	resided	in	the	UK,	the	US,	or	Canada,	which	are	all	countries	that	have	been	found	to	have	
high	usage	rates	of	robots	at	work	[45]	and	can	also	be	considered	to	constitute	a	homogeneous	
Anglospheric	cultural	domain.	In	order	to	promote	data	quality,	we	followed	both	the	more	gen-
eral	[46]	and	the	more	IS-specific	[47]	guidelines	for	using	online	crowdsourcing	services	for	re-
search.	For	example,	we	recruited	only	respondents	who	had	a	minimum	approval	rate	of	98%	
for	their	submitted	tasks	or	studies	as	well	as	a	minimum	of	20	submissions	and	a	maximum	of	
10,000	submissions.	All	the	respondents	were	paid	a	monetary	reward	for	their	participation	in	
both	the	previous	survey	and	the	present	survey	that	exceeded	the	minimum	hourly	reward	rec-
ommended	by	the	Prolific	service.	
In	the	survey,	use	continuance	intention	(UCI),	perceived	usefulness	(PU),	 job	creativity	re-

quirement	(JCR),	job	task	variety	(JTV),	job	specialisation	(JS),	and	job	social	interaction	(JSI)	were	
each	measured	reflectively	by	using	multiple	items.	The	wordings	of	these	items	are	reported	in	
Appendix	A.	Use	continuance	intention	was	measured	with	three	items	that	were	adapted	from	
[31,	32],	whereas	perceived	usefulness	was	measured	with	four	items	that	were	adapted	from	
[30–32].	 In	 turn,	 job	creativity	requirement	was	measured	with	 four	 items	that	were	adapted	
from	[35,	48],	whereas	job	task	variety,	job	specialisation,	and	job	social	interaction	were	each	
measured	with	four	items	that	were	adapted	from	[33].	The	measurement	scale	of	all	these	items	
was	the	traditional	five-point	Likert	scale	(1	=	strongly	disagree,	2	=	disagree,	3	=	neither	agree	
nor	disagree,	4	=	agree,	and	5	=	strongly	agree).	In	turn,	gender,	age,	education,	job	experience,	
and	the	non-work	use	of	generative	AI	chatbots	were	each	measured	by	using	one	item	only.	Gen-
der	was	measured	with	a	binary	scale	(0	=	man	and	1	=	woman),	age	with	a	continuous	scale	(age	
in	years),	education	with	a	three-point	categorical	scale	(1	=	no	degree,	diploma,	or	certificate,	2	
=	undergraduate	degree,	diploma,	or	certificate,	and	3	=	graduate	or	postgraduate	degree,	di-
ploma,	or	certificate),	job	experience	with	a	six-point	categorical	scale	(1	=	less	than	a	year,	2	=	
1–2	years,	3	=	3–5	years,	4	=	6–10	years,	5	=	11–20	years,	and	6	=	more	than	20	years),	and	the	
non-work	use	of	generative	AI	chatbots	with	a	binary	scale	(0	=	has	not	used	and	1	=	has	used).	
In	order	to	avoid	forced	responses,	responding	to	all	the	aforementioned	items	was	voluntary,	
and	not	responding	to	a	particular	item	resulted	in	a	missing	value.	
The	collected	data	was	analysed	with	covariance-based	structural	equation	modelling	 (CB-

SEM)	by	using	the	Mplus	version	8.8	software	[49]	and	following	the	guidelines	for	SEM	in	ad-
ministrative	and	social	science	research	[50].	Because	the	items	that	were	measured	on	the	Likert	
scale	were	all	treated	as	continuous	variables	and	some	of	the	items	had	non-normally	distrib-
uted	data,	model	estimation	was	conducted	by	using	robust	maximum	likelihood	(MLR)	estima-
tion.	 In	turn,	 the	potential	missing	values	 in	the	 items	were	handled	by	using	 full	 information	
maximum	likelihood	(FIML)	estimation,	which	uses	all	the	available	data	in	model	estimation.	
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4. Results	
In	total,	we	received	a	valid	response	from	838	out	of	the	1,207	invited	respondents,	resulting	in	
a	response	rate	of	69.4%.	Of	these	838	respondents,	338	(40.3%)	reported	having	used	genera-
tive	AI	chatbots	at	work,	and	these	respondents	were	used	as	the	sample	of	this	study.	The	de-
scriptive	statistics	of	this	sample	in	terms	of	the	gender,	age,	education,	and	country	of	residence	
of	 the	respondents	as	well	as	 their	experience	 in	 their	current	 job	are	reported	 in	Table	1.	 In	
addition,	the	current	industry	of	the	respondents	is	reported	in	Appendix	B.	As	can	be	seen,	the	
sample	was	quite	evenly	balanced	in	terms	of	gender	and	age,	with	the	age	of	the	respondents	
ranging	from	19	to	70	years	and	having	a	mean	of	37.2	years	and	a	standard	deviation	of	10.2	
years.	Most	of	the	respondents	(83.1%)	had	attained	an	undergraduate,	graduate,	or	postgradu-
ate	degree,	diploma,	or	certificate,	and	most	(92.9%)	resided	either	in	the	UK	or	in	the	US.	Almost	
half	of	the	respondents	(45.2%)	also	had	more	than	five	years	of	experience	in	their	current	job.	
	
Table 1 
Descriptive statistics of the sample (N = 338) 

 N % 
Gender   

Man 176 52.1 
Woman 160 47.2 
Other 1 0.3 
No response 1 0.3 

Age   
18–29 years 87 25.7 
30–39 years 129 38.2 
40–49 years 74 21.9 
50 years or older 48 14.2 

Education   
No degree, diploma, or certificate 56 16.6 
Undergraduate degree, diploma, or certificate 187 55.3 
Graduate or postgraduate degree, diploma, or certificate 94 27.8 
No response 1 0.3 

Country of residence   
UK 205 60.7 
US 109 32.2 
Canada 24 7.1 

Job experience (in the current job)   
Less than a year 32 9.5 
1–2 years 57 16.9 
3–5 years 95 28.1 
6–10 years 72 21.3 
11–20 years 63 18.6 
More than 20 years 18 5.3 
No response 1 0.3 

	
In	addition,	Table	2	reports	descriptive	statistics	about	the	use	of	generative	AI	chatbots	among	
the	respondents	 in	terms	of	 the	generative	AI	chatbots	that	 they	have	used	at	work,	 their	use	
frequency	of	 these	generative	AI	chatbots	at	work,	and	whether	 they	have	used	generative	AI	
chatbots	 in	non-work	contexts	 in	addition	 to	 the	work	context.	Unsurprisingly,	 the	most	used	
generative	AI	chatbot	at	work	was	Open	AI’s	ChatGPT,	which	had	been	used	by	83.1%	of	the	re-
spondents.	It	was	followed	by	Microsoft’s	Bing	Chat	at	27.8%,	Google’s	Bard	at	14.8%,	and	other	
generative	AI	chatbots	at	4.7%.	These	generative	AI	chatbots	were	used	very	frequently	by	the	
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respondents	at	work,	as	more	than	six	out	of	ten	respondents	(60.6%)	used	them	at	least	weekly.	
In	contrast,	about	one	out	of	four	respondents	(27.6%)	used	generative	AI	chatbots	at	work	rela-
tively	infrequently,	as	they	used	them	less	frequently	than	monthly,	had	only	tried	or	trialled	them	
a	few	times,	or	had	quit	using	them.	Most	of	the	respondents	(85.2%)	had	also	used	generative	AI	
chatbots	not	only	in	the	work	context	but	also	in	non-work	contexts.	
	
Table 2 
Descriptive statistics about the use of generative AI chatbots (N = 338) 

 N % 
Used generative AI chatbots at work   

Open AI’s ChatGPT 281 83.1 
Microsoft’s Bing Chat 94 27.8 
Google’s Bard 50 14.8 
Other 16 4.7 

Use frequency of generative AI chatbots at work   
Daily 71 21.0 
Weekly 134 39.6 
Monthly 39 11.5 
Less frequently than monthly 34 10.1 
Has tried or trialled a few times 50 14.8 
Has used but has quit using 9 2.7 
No response 1 0.3 

Non-work use of generative AI chatbots   
Has used 288 85.2 
Has not used 50 14.8 

	
In	the	following	three	subsections,	we	first	evaluate	the	estimated	model	in	terms	of	the	reliability	
and	validity	of	its	constructs	and	indicators	as	well	as	its	goodness-of-fit	with	the	data.	Finally,	we	
report	the	model	estimates.	

4.1. Construct	reliability	and	validity	

Construct	reliability	was	evaluated	from	the	perspective	of	internal	consistency	by	using	the	com-
posite	reliability	(CR)	of	the	constructs	[51],	which	is	commonly	expected	to	be	at	least	0.7	[52].	
The	CR	of	each	construct	is	reported	in	the	first	column	of	Table	3,	showing	that	all	the	constructs	
met	this	criterion.	
	
Table 3 
Construct statistics (*** = p < 0.001, ** = p < 0.01, * = p < 0.05) 

Construct CR AVE UCI PU JCR JTV JS JSI 
UCI 0.970 0.916 0.957      
PU 0.955 0.840 0.885*** 0.917     
JCR 0.932 0.773 0.111 0.178** 0.879    
JTV 0.894 0.677 0.230*** 0.227*** 0.594*** 0.823   
JS 0.842 0.573 0.134* 0.150* 0.652*** 0.603*** 0.757  
JSI 0.936 0.786 0.153* 0.128* 0.146* 0.462*** 0.191** 0.887 
Gender – – -0.063 -0.107 -0.085 0.072 -0.172** 0.078 
Age – – 0.067 -0.043 0.051 0.107 0.148* 0.102 
Education – – 0.066 0.014 0.236*** 0.135* 0.226*** 0.109 
Job experience – – 0.125* 0.032 0.088 0.101 0.126* 0.062 
Non-work use – – 0.170** 0.208** 0.134* 0.066 0.126* -0.008 
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In	turn,	construct	validity	was	evaluated	from	the	perspectives	of	convergent	and	discriminant	
validity	by	using	the	two	criteria	based	on	the	average	variance	extracted	(AVE)	of	the	constructs	
[51],	which	is	the	average	proportion	of	variance	that	a	construct	explains	in	its	indicators.	The	
first	criterion	concerning	convergent	validity	expects	each	construct	to	have	an	AVE	of	at	least	
0.5.	This	means	that,	on	average,	each	construct	should	explain	at	least	half	of	the	variance	in	its	
indicators.	The	AVE	of	each	construct	is	reported	in	the	second	column	of	Table	3,	showing	that	
all	the	constructs	met	this	criterion.	In	turn,	the	second	criterion	concerning	discriminant	validity	
expects	each	construct	to	have	a	square	root	of	AVE	that	is	at	least	equal	to	its	absolute	correla-
tions	with	the	other	constructs	in	the	model.	This	means	that,	on	average,	each	construct	should	
share	at	least	an	equal	proportion	of	variance	with	its	indicators	compared	with	what	it	shares	
with	the	other	constructs.	The	square	root	of	AVE	of	each	construct	(on-diagonal)	and	the	corre-
lations	between	all	the	constructs	in	the	model	(off-diagonal)	are	reported	in	the	remaining	col-
umns	of	Table	3,	and	they	show	that	also	this	criterion	was	met	by	all	the	constructs.	

4.2. Indicator	reliability	and	validity	

Indicator	reliability	and	validity	were	evaluated	by	using	the	standardised	loadings	of	the	indica-
tors,	which	are	reported	in	Table	4	together	with	the	means	and	standard	deviations	(SD)	of	the	
indicator	scores	as	well	as	the	percentages	of	missing	values.	In	the	typical	case	of	each	indicator	
loading	on	only	one	construct,	the	standardised	loading	of	each	indicator	is	commonly	expected	
to	be	statistically	significant	and	at	least	0.707	[51].	This	is	equivalent	to	the	standardised	residual	
of	each	indicator	being	at	least	0.5,	meaning	that	at	least	half	of	the	variance	in	each	indicator	is	
explained	by	the	construct	on	which	it	loads.	This	criterion	was	met	by	all	the	indicators	except	
JS2.	However,	because	its	slightly	lower	loading	was	not	found	to	compromise	the	reliability	or	
validity	of	the	job	specialisation	construct	(cf.	Section	4.1),	we	decided	to	retain	it	in	the	model.	
	
Table 4 
Indicator statistics (*** = p < 0.001) 

Indicator Mean SD Missing Loading 
UCI1 3.991 1.153 0.6% 0.956*** 
UCI2 4.000 1.161 0.9% 0.965*** 
UCI3 4.021 1.133 0.9% 0.950*** 
PU1 3.955 1.112 0.6% 0.909*** 
PU2 3.919 1.167 0.9% 0.917*** 
PU3 3.829 1.207 1.2% 0.926*** 
PU4 3.884 1.147 0.6% 0.915*** 
JCR1 3.846 1.113 0.3% 0.921*** 
JCR2 3.870 1.043 0.0% 0.838*** 
JCR3 3.840 1.094 0.0% 0.909*** 
JCR4 3.967 0.980 0.3% 0.846*** 
JTV1 4.107 0.889 0.0% 0.801*** 
JTV2 4.401 0.742 0.3% 0.820*** 
JTV3 4.311 0.812 0.0% 0.808*** 
JTV4 4.393 0.779 0.0% 0.862*** 
JS1 4.006 0.981 0.0% 0.759*** 
JS2 3.748 1.088 0.3% 0.636*** 
JS3 4.198 0.864 0.0% 0.837*** 
JS4 4.317 0.863 0.0% 0.781*** 
JSI1 3.837 1.158 0.0% 0.854*** 
JSI2 4.172 1.031 0.0% 0.919*** 
JSI3 4.358 0.927 0.0% 0.843*** 
JSI4 4.047 1.094 0.0% 0.927*** 
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4.3. Model	fit	and	model	estimates	

The	results	of	model	estimation	in	terms	of	the	standardised	effect	sizes	and	their	statistical	sig-
nificance	and	the	proportions	of	explained	variance	(R2)	in	the	perceived	usefulness	and	use	con-
tinuance	intention	constructs	are	reported	in	Table	5.	Model	fit	was	evaluated	by	using	both	the	
χ2	test	of	model	fit	and	the	four	model	fit	indices	recommended	in	recent	methodological	guide-
lines	[50,	53]:	the	comparative	fit	index	(CFI),	the	Tucker–Lewis	index	(TLI),	the	root	mean	square	
error	of	approximation	(RMSEA),	and	the	standardised	root	mean	square	residual	(SRMR).	Of	
these,	the	χ2	test	of	model	fit	rejected	the	null	hypothesis	of	the	model	fitting	the	data	(χ2(300)	=	
500.339,	p	<	0.001),	but	this	can	be	considered	common	in	the	case	of	large	samples	[54].	In	con-
trast,	the	values	of	the	four	model	fit	indices	(CFI	=	0.966,	TLI	=	0.959,	RMSEA	=	0.044,	and	SRMR	
=	0.037)	all	met	the	cut-off	criteria	recommended	in	recent	methodological	guidelines	[53]:	CFI	≥	
0.95,	TLI	≥	0.95,	RMSEA	≤	0.06,	and	SRMR	≤	0.08.	Thus,	we	consider	the	overall	fit	of	the	model	
to	be	acceptable.	We	also	found	no	serious	signs	of	multicollinearity	or	common	method	bias	in	
the	model	in	terms	of	its	latent	constructs	(i.e.,	the	constructs	that	were	measured	by	using	mul-
tiple	indicators).	For	example,	the	variance	inflation	factor	(VIF)	statistics	calculated	by	using	the	
factor	scores	of	the	latent	constructs	were	all	less	than	three	[55],	and	the	Harman’s	single	factor	
test	 [56]	 that	was	 conducted	 for	 the	 latent	 constructs	 suggested	 a	 very	 bad	 fit	with	 the	 data	
(χ2(230)	=	4,317.360,	p	<	0.001,	CFI	=	0.236,	TLI	=	0.159,	RMSEA	=	0.229,	and	SRMR	=	0.227).	
	
Table 5 
Estimation results (*** = p < 0.001, ** = p < 0.01, * = p < 0.05) 

 Perceived usefulness Use continuance intention 
Effect   

Perceived usefulness – 0.889*** 
Job creativity requirement 0.050 -0.117 
Job task variety 0.204* 0.066 
Job specialisation -0.050 0.004 
Job social interaction 0.051 0.003 
Gender -0.111* 0.030 
Age -0.091 0.066* 
Education -0.003 0.076* 
Job experience 0.060 0.076** 
Non-work use 0.171** 0.013 

R2 10.8% 80.9% 
	
As	shown	in	Table	5,	three	constructs	were	found	to	have	statistically	significant	effects	on	the	
perceived	usefulness	of	generative	AI	chatbots	at	work.	First,	those	who	had	higher	job	task	vari-
ety	were	 found	 to	perceive	generative	AI	chatbots	as	more	useful	at	work.	Second,	men	were	
found	to	perceive	generative	AI	chatbots	as	more	useful	at	work	compared	with	women.	Finally,	
third,	those	who	had	used	generative	AI	chatbots	not	only	in	the	work	context	but	also	in	other	
contexts	were	found	to	perceive	them	as	more	useful	at	work.	In	turn,	four	constructs	were	found	
to	have	statistically	significant	effects	on	the	use	continuance	intention	of	generative	AI	chatbots	
at	work.	First,	as	expected	based	on	theories	like	TAM	[30]	and	UTAUT	[31,	32],	those	who	per-
ceived	generative	AI	chatbots	as	more	useful	at	work	were	also	found	to	have	a	stronger	intention	
to	continue	using	them	at	work.	This	was	by	far	the	strongest	effect	of	all	the	estimated	effects	in	
the	model.	Second,	surprisingly	and	contrary	to	our	original	hypothesis,	older	respondents	were	
found	to	have	a	stronger	intention	to	continue	using	generative	AI	chatbots	at	work.	Third,	those	
who	had	higher	education	were	found	to	have	a	stronger	intention	to	continue	using	generative	
AI	chatbots	at	work.	Finally,	 fourth,	 those	who	had	more	experience	 in	their	current	 job	were	
found	to	have	a	stronger	intention	to	continue	using	generative	AI	chatbots	at	work.	In	total,	the	
estimated	model	was	able	to	explain	10.8%	of	the	variance	in	the	perceived	usefulness	and	80.9%	
of	the	variance	in	the	use	continuance	intention	of	generative	AI	chatbots	at	work.	
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5. Discussion	and	conclusion	
In	this	study,	which	adopts	the	socio-technical	perspective	of	IS	research,	we	examined	how	the	
perceived	usefulness	and	use	continuance	intention	of	generative	AI	chatbots	at	work	(i.e.,	the	
perceptions	and	conations	concerning	the	technical	component	of	a	socio-technical	system)	are	
affected	by	the	job	and	personal	characteristics	of	their	users	(i.e.,	the	task-related	and	individual-
related	aspects	of	the	social	component	of	a	socio-technical	system).	This	was	done	by	using	data	
from	338	current	or	prior	users	of	generative	AI	chatbots	at	work	to	test	our	research	model,	
which	comprised	a	total	of	19	research	hypotheses	concerning	the	effects	of	four	job	characteris-
tics,	four	user	characteristics,	and	one	control	variable	on	the	perceived	usefulness	and	use	con-
tinuance	intention	of	generative	AI	chatbots	at	work	as	well	as	the	effect	of	perceived	usefulness	
on	use	continuance	intention.	The	results	of	this	hypothesis	testing	are	summarised	in	Table	6,	
showing	that	we	found	support	for	a	total	of	six	research	hypotheses	in	our	research	model.	
	
Table 6 
Results of hypothesis testing 

Hypothesis Summary Result 
H1a Positive effect of JCR on PU Not supported (no effect) 
H1b Positive effect of JCR on UCI Not supported (no effect) 
H2a Positive effect of JTV on PU Supported 
H2b Positive effect of JTV on UCI Not supported (no effect) 
H3a Negative effect of JS on PU Not supported (no effect) 
H3b Negative effect of JS on UCI Not supported (no effect) 
H4a Negative effect of JSI on PU Not supported (no effect) 
H4b Negative effect of JSI on UCI Not supported (no effect) 
H5a Men have higher PU than women Supported 
H5b Men have higher UCI than women Not supported (no effect) 
H6a Negative effect of age on PU Not supported (no effect) 
H6b Negative effect of age on UCI Not supported (reverse effect) 
H7a Positive effect of education on PU Not supported (no effect) 
H7b Positive effect of education on UCI Supported 
H8a Positive effect of job experience on PU Not supported (no effect) 
H8b Positive effect of job experience on UCI Supported 
H9a Positive effect of non-work use on PU Supported 
H9b Positive effect of non-work use on UCI Not supported (no effect) 
H10 Positive effect PU on UCI Supported 
	
In	summary,	we	made	four	main	findings.	First,	we	found	that	the	four	job	characteristics	in	our	
research	model	(i.e.,	job	creativity	requirement,	job	task	variety,	job	specialisation,	and	job	social	
interaction)	had	relatively	weak	effects	on	the	perceived	usefulness	and	use	continuance	inten-
tion	of	generative	AI	chatbots	at	work.	More	precisely,	we	found	that	none	of	these	job	character-
istics	had	a	statistically	significant	effect	on	the	use	continuance	intention	of	generative	AI	chat-
bots	at	work,	and	only	job	task	variety	had	a	statistically	significant	effect	on	the	perceived	use-
fulness	of	generative	AI	chatbots	at	work.	As	hypothesised,	this	effect	was	found	to	be	positive,	
meaning	that	 those	who	work	 in	a	 job	that	 involves	performing	a	wide	range	of	 tasks	tend	to	
perceive	generative	AI	chatbots	as	more	useful	at	work.	This	is	most	likely	explained	by	the	ver-
satile	and	general-purpose	nature	of	this	technology	in	terms	of	being	able	to	assist	individuals	
in	a	variety	of	job-related	tasks	ranging	from	answering	simple	questions	to	writing	or	debugging	
complex	code	in	various	programming	languages.	However,	like	the	other	effects	of	job	charac-
teristics,	also	this	effect	was	found	to	be	relatively	weak.	Overall,	these	weak	effects	may	be	ex-
plained	from	both	theoretical	and	methodological	perspectives.	From	a	theoretical	perspective,	
one	possible	explanation	is	that,	although	there	is	great	potential	in	generative	AI	chatbots	for	
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assisting	workers	in	their	job-related	tasks	[25,	57],	workers	may	not	yet	be	able	to	fully	capitalise	
on	this	potential	in	real	life,	for	example,	because	of	a	misfit	between	the	technology	and	the	tasks	
or	a	lack	of	knowledge	and	skills.	Thus,	for	example,	although	one	might	work	in	a	job	character-
ised	by	high	creativity	requirement	or	high	task	variety,	one	would	still	not	necessarily	perceive	
generative	AI	chatbots	as	particularly	useful	or	have	a	particularly	strong	intention	to	continue	
using	them	at	work.	Another	possible	explanation	that	relates	especially	to	job	creativity	require-
ment	is	that,	although	workers	in	jobs	with	high	creativity	requirement	may	see	more	opportu-
nities	for	the	utilisation	of	generative	AI	chatbots	at	work	[25,	57],	they	may	also	simultaneously	
see	generative	AI	chatbots	as	a	threat	to	their	job	security	[57],	thus	causing	their	perceptions	of	
the	usefulness	of	generative	AI	chatbots	and	their	intention	to	continue	using	them	at	work	to	be	
rather	mixed.	In	turn,	from	a	methodological	perspective,	one	possible	explanation	may	be	that	
our	operationalisations	of	 the	 four	 job	characteristics	as	well	as	perceived	usefulness	and	use	
continuance	intention	were	too	general,	and	more	specific	operationalisations	would	have	been	
needed	to	capture	the	hypothesised	effects	between	the	constructs.	For	example,	instead	of	as-
sessing	these	constructs	only	in	terms	of	one’s	current	job,	there	might	have	been	the	need	to	
assess	them	in	terms	of	particular	job-related	tasks.	Another	possible	explanation	may	relate	to	
the	high	means	and	 low	standard	deviations	of	 the	scores	of	 the	 indicators	 that	were	used	 to	
measure	the	job	characteristic	constructs	(cf.	Table	4).	These	statistics	suggest	that	most	of	the	
respondents	in	our	sample	were	working	in	jobs	with	high	job	creativity	requirement,	high	job	
task	variety,	high	job	specialisation,	and	high	job	social	interaction.	This	may	have	falsely	weak-
ened	the	strength	of	the	examined	effects	compared	with	a	more	balanced	situation	where	our	
sample	would	have	contained	more	respondents	working	also	in	jobs	with	lower	job	creativity	
requirement,	lower	job	task	variety,	lower	job	specialisation,	and	lower	job	social	interaction.	
Second,	we	found	that	also	the	four	user	characteristics	in	our	research	model	(i.e.,	gender,	

age,	education,	and	job	experience)	had	relatively	weak	effects	on	the	perceived	usefulness	and	
use	continuance	intention	of	generative	AI	chatbots	at	work.	Here,	however,	we	found	more	ef-
fects	that	were	statistically	significant.	On	one	hand,	as	hypothesised,	we	found	that	men	per-
ceived	generative	AI	chatbots	as	more	useful	at	work	compared	with	women,	which	is	in	line	with	
the	findings	of	prior	studies	on	the	higher	technology	readiness	of	men	and	their	more	positive	
attitude	toward	technology	compared	with	women	[39–41].	On	the	other	hand,	we	found	that	
older	 individuals,	more	 highly	 educated	 individuals,	 and	 individuals	with	more	 experience	 in	
their	current	job	had	a	stronger	intention	to	continue	using	generative	AI	chatbots	at	work.	Of	
these,	the	positive	effect	of	education	is	consistent	with	our	research	hypotheses	and	in	line	with	
the	findings	of	prior	studies	on	the	higher	technology	readiness	of	more	highly	educated	individ-
uals	compared	with	less	highly	educated	individuals	[39–40].	Similarly,	the	positive	effect	of	job	
experience	is	consistent	with	our	research	hypotheses	and	most	likely	explained	by	the	fact	that	
those	who	have	more	experience	in	their	current	job	also	have	a	better	understanding	of	their	
job-related	tasks	and,	thus,	of	how	generative	AI	chatbots	may	be	used	to	assist	them	in	these	
tasks.	In	contrast,	the	positive	effect	of	age	conflicts	with	our	research	hypotheses,	which	origi-
nally	proposed	that	this	effect	would	be	negative.	It	also	conflicts	with	the	findings	of	prior	studies	
on	the	higher	technology	readiness	of	younger	individuals	compared	with	older	individuals	[39–
40].	Here,	however,	it	is	important	to	note	that	age	was	found	to	have	a	positive	effect	only	on	the	
use	continuance	intention	of	generative	AI	chatbots	at	work	but	no	effect	on	the	perceived	use-
fulness	of	generative	AI	chatbots	at	work.	This	means	 that,	although	older	 individuals	 tend	to	
have	a	stronger	intention	to	continue	using	AI	chatbots	at	work,	they	do	not	tend	to	perceive	them	
as	more	useful	at	work	compared	with	younger	individuals.	Thus,	this	conflicting	finding	may	be	
explained	by	the	motivation	of	older	individuals	to	use	this	technology	to	better	compete	with	
their	younger	colleagues,	which	seems	to	override	the	potential	differences	in	technology	readi-
ness	or	the	attitude	toward	technology	between	individuals	of	different	ages.	
Third,	as	hypothesised,	we	found	that	the	perceived	usefulness	of	generative	AI	chatbots	at	

work	had	a	statistically	significant	and	very	strong	positive	effect	on	their	use	continuance	inten-
tion	at	work.	This	is	in	line	with	IS	theories	like	TAM	[30]	and	UTAUT	[31,	32]	and	confirms	their	
applicability	also	to	the	context	of	generative	AI	chatbots.	Fourth,	as	hypothesised,	we	also	found	
that	our	control	variable	concerning	the	non-work	use	of	generative	AI	chatbots	had	a	statistically	
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significant	and	positive	effect	on	the	perceived	usefulness	of	generative	AI	chatbots	at	work.	This	
suggests	a	strong	cross-contextual	transferability	of	the	use	experience	of	generative	AI	chatbots	
from	non-work	to	the	work	context,	 in	which	it	 is	 likely	to	provide	users	with	a	better	under-
standing	of	the	technology	and	how	it	may	be	used	to	assist	them	in	their	job-related	tasks.	
We	see	that	our	study	makes	several	theoretical	and	practical	contributions.	From	a	theoreti-

cal	perspective,	to	the	best	of	our	knowledge,	this	study	is	the	first	one	to	focus	on	the	antecedents	
of	the	user	perceptions	and	use	continuance	of	generative	AI	chatbots	among	their	current	or	
prior	users.	Thus,	its	findings	considerably	advance	the	current	understanding	of	these	anteced-
ents,	especially	from	the	socio-technical	perspective	of	IS	research	in	terms	of	examining	how	the	
perceptions	and	conations	concerning	the	technical	component	of	a	socio-technical	system	(i.e.,	
perceived	usefulness	and	use	continuance	intention)	are	affected	by	the	task-related	and	individ-
ual-related	aspects	of	the	social	component	of	the	same	system	(i.e.,	job	and	user	characteristics).	
The	main	theoretical	insight	in	this	respect	is	that	both	job	and	user	characteristics	seem	to	act	
as	surprisingly	weak	antecedents	of	the	perceived	usefulness	and	use	continuance	intention	of	
generative	AI	chatbots	at	work.	This	is	interesting	because	it	somewhat	challenges	the	important	
role	 that	 task	and	 individual	characteristics	have	 traditionally	been	proposed	to	play	 in	 IS	re-
search	by	theories	like	TTF	[27].	Some	possible	explanations	for	this	from	both	theoretical	and	
methodological	perspectives	have	already	been	proposed	above.	 In	turn,	 from	a	practical	per-
spective,	the	findings	of	the	study	provide	several	important	managerial	implications	for	organi-
sations	that	are	already	using	or	are	planning	to	use	generative	AI	chatbots	at	work.	For	example,	
on	one	hand,	if	the	weak	effects	of	job	characteristics	on	the	perceived	usefulness	and	use	contin-
uance	intention	of	generative	AI	chatbots	at	work	are	indeed	caused	by	issues	related	to	a	misfit	
between	the	technology	and	the	tasks,	a	lack	of	knowledge	and	skills	among	the	workers,	or	wor-
ries	about	job	security,	the	organisations	should	address	these	issues	with	appropriate	manage-
rial	actions,	such	as	by	thinking	about	the	best	practices	for	using	generative	AI	chatbots	for	var-
ious	job-related	tasks,	developing	the	knowledge	and	skill	levels	of	their	workers,	and	communi-
cating	more	openly	about	the	potential	consequences	of	using	generative	AI	chatbots	at	work	in	
terms	of	topics	like	job	displacement	and	reskilling	[57].	On	the	other	hand,	although	the	findings	
of	the	study	imply	few	differences	in	the	acceptance	of	generative	AI	chatbots	at	work	in	terms	of	
different	job	and	user	characteristics,	they	still	seem	to	be	most	readily	accepted	by	individuals	
who	work	in	jobs	with	high	task	variety	as	well	as	by	men,	older	individuals,	more	highly	educated	
individuals,	individuals	with	more	experience	in	their	current	job,	and	individuals	with	more	ex-
perience	in	the	non-work	use	of	generative	AI	chatbots.	Thus,	these	individuals	are	most	likely	to	
act	as	the	early	adopters	of	generative	AI	chatbots	at	work	and	represent	a	key	segment	in	terms	
of	promoting	their	successful	adoption	in	organisations	particularly	at	the	early	stages	of	the	dif-
fusion	process.	Of	course,	at	the	later	stages	of	the	diffusion	process,	special	attention	must	also	
be	paid	 to	women,	younger	 individuals,	 less	highly	educated	 individuals,	 individuals	with	 less	
experience	in	their	current	job,	and	individuals	with	less	experience	in	the	non-work	use	of	gen-
erative	AI	chatbots,	who	are	more	likely	to	act	as	late	adopters	of	generative	AI	chatbots	at	work	
and	may	need	more	support	in	their	adoption	decisions.	

6. Limitations	and	future	research	
In	our	view,	this	study	has	three	main	limitations.	First,	of	the	potential	job	and	user	characteris-
tics,	our	study	focused	only	on	the	four	job	and	four	user	characteristics	that	we	considered	most	
relevant	for	the	perceived	usefulness	and	use	continuance	intention	of	generative	AI	chatbots	at	
work.	Future	studies	should	focus	also	on	other	job	and	user	characteristics	that	have	been	pro-
posed	in	prior	literature	so	that	their	research	models	are	able	to	capture	all	the	relevant	charac-
teristics	of	both	the	users	and	their	jobs	that	act	as	antecedents	of	the	perceived	usefulness	and	
use	continuance	intention	of	generative	AI	chatbots	at	work.	Second,	our	study	focused	only	on	
perceived	usefulness	as	an	outcome	construct	instead	of	other	perceptions	of	the	used	technology	
that	have	been	found	to	act	as	antecedents	of	use	intention	and	actual	use	in	prior	research,	such	
as	perceived	ease	of	use	 [30–32]	and	perceived	enjoyment	of	use	 [32,	58,	59].	Future	studies	
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should	focus	also	on	these	other	perceptions	as	outcome	constructs.	Third,	as	already	mentioned	
above,	in	our	study,	the	operationalisations	of	the	four	job	characteristics	as	well	as	perceived	
usefulness	and	use	continuance	intention	focused	on	assessing	the	constructs	only	in	terms	of	
one’s	current	job	instead	of	some	more	particular	job-related	tasks.	Future	research	should	focus	
on	these	kinds	of	more	specific	operationalisations	instead	of	the	more	general	operationalisa-
tions	that	were	used	in	this	study.	In	addition	to	addressing	the	aforementioned	limitations,	an-
other	potential	path	for	future	research	could	also	be	to	focus	on	the	prospective	instead	of	cur-
rent	or	prior	users	of	generative	AI	chatbots	at	work.	
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Appendix	A:	Item	wordings	

Construct or item 
Use continuance intention (UCI) 
UCI1 I intend to continue using generative AI chatbots in my current job. 
UCI2 I plan to continue using generative AI chatbots in my current job. 
UCI3 I will try to continue using generative AI chatbots in my current job. 
Perceived usefulness (PU) 
PU1 I find generative AI chatbots useful in my current job. 
PU2 Using generative AI chatbots in my current job enables me to accomplish things more quickly. 
PU3 Using generative AI chatbots in my current job increases my productivity. 
PU4 Using generative AI chatbots in my current job enhances my effectiveness. 
Job creativity requirement (JCR) 
JCR1 In my job, I am required to be creative. 
JCR2 In my job, I am required to come up with novel ways of doing things. 
JCR3 The nature of my work requires me to be creative. 
JCR4 To perform successfully in my work, I have to think of original or different ways of doing things. 
Job task variety (JTV) 
JTV1 My job involves a great deal of task variety. 
JTV2 My job involves doing a number of different things. 
JTV3 My job requires the performance of a wide range of tasks. 
JTV4 My job involves performing a variety of tasks. 
Job specialisation (JS) 
JS1 My job is highly specialised in terms of purpose, tasks, and / or activities. 
JS2 The tools, procedures and / or materials used in my job are highly specialised. 
JS3 My job requires very specialised knowledge and skills. 
JS4 My job requires a depth of knowledge and expertise. 
Job social interaction (JSI) 
JSI1 My job requires spending a great deal of time with people. 
JSI2 My job involves frequently interacting with people. 
JSI3 In my job, I frequently communicate with people. 
JSI4 My job involves a great deal of interaction with people. 
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Appendix	B:	Industries	represented	by	the	respondents	

Industry N % 
Educational services 59 17.5 
Professional, scientific, and technical services 47 13.9 
Information / ICT 46 13.6 
Finance / insurance 39 11.5 
Health care / social assistance 24 7.1 
Manufacturing 23 6.8 
Retail trade 21 6.2 
Public administration 15 4.4 
Administrative and support services 13 3.8 
Arts / entertainment / recreation 12 3.6 
Transportation / warehousing 9 2.7 
Construction 7 2.1 
Utilities 5 1.5 
Wholesale trade 4 1.2 
Management of companies and enterprises 3 0.9 
Real estate / rental and leasing 3 0.9 
Accommodation / food services 2 0.6 
Agriculture / forestry / fishing / hunting 1 0.3 
Other services 1 0.3 
No response 4 1.2 
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