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Abstract. Interactive and high—quality direct volume rendering pro-
vides a comprehensive spatial understanding of complex structures within
volume data. This is achieved with 3D texture mapping which is still
limited to high-end graphics hardware. In order to access this type of
visualization intraoperatively, the system presented in [1] was applied
within the operating room. In this context, navigation within CTA data
was evaluated in case of intracranial aneurysms. The suggested frame-
work efficiently combines local desktop computers and remote high-end
graphics hardware. Thereby, standard visualization capabilities which are
available at the clinic are exploited to a maximum. In addition, remote
specialized hardware is accessed providing 3D representations of high
resolution and quality. Based on different 2D and 3D functionality the
integration of the suggested remote visualization strategy is efficiently
assisted. Different examples of intraoperative application demonstrate
the value of this approach.
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1 Introduction

A fast and comprehensive visualization is fundamental for the analysis of to-
mographic image data. This requires a 2D approach in order to inspect local
information on consecutive slice images. In addition to that supplementary as-
sistance is obtained with 3D approaches which easily allow to convey the spatial
relation of structures. Compared to indirect strategies which use polygonal mod-
els [2], methods of direct volume rendering proved to be superior since the result-
ing semi-transparent representations better convey the available information of
the data [3]. Furthermore, interactive adjustment of transfer functions for color
and opacity values circumvents time-consuming pre-processing in many cases of
practical importance [4].

The application of 3D visualization within a clinical environment requires
interactivity and high rendering quality. This is achieved with efficient graphics
hardware. However, a major drawback is the general availability of such systems.



Even if the graphics capacity of low-end PCs increases considerably there is a
need of more specialized 3D graphics hardware which provides high performance
IO bandwidth and above all high image quality. In order to access this graphics
capacity inexpensive network computers are used which gain increased attention.
Due to the restricted availability of powerful graphics hardware direct volume
rendering is currently restricted to pre-operative planning independent of the
applied rendering strategy. In order to provide a comprehensive visualization for
intraoperative application a system was applied within the operating room which
combines low-end desktop computers with remotely located high-end graphics
hardware and which considers interactive steering of the rendering process [1].

2 Methods

The applied framework as shown in Figure 1 consists of a high-end visualization
server which is used for direct volume rendering. The obtained images are directly
transferred to one or more clients providing a user interface in order to display
the rendered images and to control the visualization process. As an advantage,
the client needs only low-end equipment without any special requirements.

On the client side the system was developed with Java in order to support
arbitrary platforms. Overall, the 2D application is built on Java2D providing
efficient classes for manipulation. As a result, the data can be inspected with
a slicing tool which allows for the interactive inspection of the data in axial,
coronal and sagittal directions. The supported features are slicing and zooming
based on synchronized panels in the main directions. Selecting a volume position
on one slice panel will show the corresponding orthogonal slices in the other
two panels. While zooming into the volume data nearest-neighbor or bilinear
filtering can be applied. Furthermore, the mapping of volume data to RGB
values can be interactively manipulated using the transfer function control panel.
A rectangular subregion of the volume data for 3D inspection is selectable.

Optionally, a Java3D viewer on the client side allows to visualize a spec-
ified sub-volume with limited rendering quality having selected an interesting
subregion of the volume data using the slicing tool. Java3D supplies support
for 2D and 3D texture mapping. Since low-cost graphics adapters currently do
not supply hardware support for 3D texture mapping, object-aligned slices and
2D texture mapping are used for rendering. Various tools support this process
providing a fast overview of the data. This includes 3D transformations and con-
trol of transfer functions which allow to change the mapping of volume data to
RGBA values. Additionally, orthogonal clip planes and isosurface reconstruction
are provided as presented in [5]. Selecting a threshold the isosurface is integrated
into the texture-based volume visualization. In order to ensure intuitive inves-
tigation of the data the 3D visualization and the slicing tool are synchronized
in both directions. In consequence, when slicing through the volume data the
correspondent position of the slice is shown in the 3D view. On the other hand
a slice probe can be moved in the 3D view and the correspondent 2D slice is



displayed in the slicing tool. Because of the limited amount of texture memory
on low-end graphics adapters down sampling of the volume data can be applied.

On the server side the system is based on Openlnventor with a render engine
using 3D texture mapping hardware [6]. It was developed out of a stand-alone
application [7] which was adapted according to a previously suggested frame-
work [8]. After rendering the images to non-visible frame buffer (PBuffer), they
are compressed and transferred to all connected Java clients. Using a Java user
interface the client offers the same look and feel as the server application based
on Openlnventor. In this way there is no difference with respect to the interface
whether local or remote 3D graphics hardware is used. Besides, all features of
the server application are accessible. All events sent from the client application
in order to manipulate the visualization are directly managed by OpenlInventor.
Thereby, the remote control process allows to manipulate the visualization result
interactively.

3 Results

The suggested framework of interactive remote direct volume rendering was in-
vestigated within the operating room in order to evaluate the value of intra-
operative navigation within CTA data sets (compare Figure 2 and Figure 3). In
this context, the system was applied in 5 cases of intracranial aneurysms.

The applied CTA data sets had an image matrix of 512x512 pixels with
100-200 slices. All remote visualization was performed at the Visualization and
Interactive Systems Group in Stuttgart using a SGI Octane2 (R12000, 400MHz)
with MXE and VPro graphics hardware and 128 MB graphics memory. The client
to this visualization server was located at the operating room of the Department
of Neurosurgery. The connection was established via Internet with an average
communication rate of 10 Mbits/sec. For a comparison, the renderings were also
performed at the Neurocenter which is part of the Department of Neurosurgery
in Erlangen. In this case the same type of visualization server and a connection
of a local area 100 MBit TCP /IP network was applied.

In the beginning of the data exploration a pseudo-3D navigation on a slice
by slice basis is performed using slices with orthogonal orientation based on the
low-end graphics capabilities of the client. Since the Java2D implementation is
specialized for 2D imaging it provides interactive manipulation comparable to a
native C++ implementation.

After transferring the volume data to the remote visualization server, volume
rendering is performed and the resulting images are immediately sent back to
the client. In order to accelerate this process every image is compressed using run
length encoding. Applying a view-port of 600x600 pixels a frame rate of 3 fps is
achieved in case of the Internet connection. Reducing the size of the transferred
images by a factor of 4 during manipulation leads to an acceleration by a factor
of 5. Alternatively, delay times due to data encoding and transmission over the
Internet connection are overcome by rendering the data with the local rendering
approach based on JavadD. Thereby, a reduced image quality is obtained. How-



ever, the performance increases to 5-10 fps. In comparison to this the local area
network provides a rate of 5 fps which is increased by a factor of 3 if the size of
the images is reduced.

4 Discussion and Conclusion

Since the applied visualization strategy determines the impact of an envisaged
3D analysis, the tomographic data was formally transferred to the computer sci-
ence department in order to produce high-quality renderings using 3D texture
mapping. Although the result images were of high quality their static nature was
a major limitation. Therefore, the suggested approach provides a convenient way
to introduce direct volume rendering to intra-operative application allowing for
interactive manipulation. As a consequence the spatial orientation is consider-
ably improved compared to static representations. Aligning the orientation of the
projection according to the surgeons direction of view leads to even better navi-
gation. For the future further developments are envisaged to fully integrate the
visualization in the operating process. Above all, integrating remotely located
high-end graphics capabilities allows to share expensive hardware components
more efficiently.
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Fig. 2. Patient with 2 aneurysms of the medial cerebral artery (MCA). The visualiza-
tion shows good correlation with the intraoperative view.

Fig. 3. Aneurysm of the left medial cerebral artery (MCA): the intraoperative view
and the 3D visualization show the same viewing direction.



