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Abstract  
This research uses a deep learning-based software system to integrate IoT devices into config-
uration management for small and medium-sized companies. The system employs transformer 
neural networks, which can handle long time series and complex dependencies better than pre-
vious deep learning technologies. The system also uses transformer-based event prediction, 
outperforming traditional ARIMA methods and other machine learning approaches such as 
RNNs and LSTMs. The research follows the Design Science Research method and considers the 
challenges of aligning different structures of event descriptions and forecasting statics. The re-
search expects to demonstrate significant improvements in learning long-time series using 
transformer architectures with attention mechanisms. 
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1. Introduction 

The Internet of Things (IoT) allows companies to develop new business models, create 
new products and services and optimize existing business processes [1]. Gartner estimates 
that global spending on IoT will exceed $300 billion in 2020 [2]. To tap into this potential 
and appropriately use the expected large number of IoT devices, companies must manage 
those devices adequately. 

However, IoT devices have several special features preventing them from directly inte-
grating into management systems, such as configuration management databases [3]. IoT 
devices are connected not directly with an information system but using an unreliable net-
work connection. This makes it necessary to introduce “third” states such as “not con-
nected” compared to the normal classification as functional or non-functional. Neverthe-
less, these additional states increase the complexity of IoT-Management processes.  

Our idea is to replace IoT device “indeterminate” states such as “not connected” or “un-
known” with educated guesses based on innovative deep-learning methods. For this pur-
pose, a deep learning-based software system is to be developed that significantly improves 
the integration of IoT devices into configuration management for small and medium-sized 
companies. By training a deep-learning model, we want to replace “indeterminate” states 
of IoT devices with predictions of the status. Thus, the status “not-connected” shall be re-
placed by “probably functional” or “non-functional”. 
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The project uses the Design Science Research [4] method to develop and evaluate the 
proposed system. The method considers the requirements of aligning different structures 
of event descriptions and forecasting statistics. The use of transformer architectures with 
attention mechanisms is expected to lead to significant improvements in learning long-
time series, and the study results are expected to demonstrate the effectiveness of this ap-
proach. 

Central to the solution is the use of so-called transformer neural networks [5], which 
have only recently been fundamentally researched but offer considerable advantages over 
previous deep learning technologies. Thus, significantly longer time series from historical 
values can be used to predict the state than with recurrent neural networks (RNN) and 
their derivatives with more complex dependencies than in usual statistical methods like 
ARIMA. With the help of a so-called attention mechanism [5], the transformer architecture 
also performs the targeted weighting of data points and can thus achieve significantly 
higher forecast accuracy. 

2. Background

Predictive analytics in IoT has been practiced before with different goals and approaches 
for domain-specific challenges [6], [7]. Streaming big data [8]–[11] and edge computing 
[12], [13] use cases are covered in the existing work. An additional area of interest is the 
derivation of analytic insights from IoT devices to create digital twins [14], [15]. 

Traditional methods of time series forecasting usually rely on statistical models. Exam-
ples are autoregressive models, models with exponential smoothing functions, or struc-
tured time series models. ARIMA methods, an integrated combination of auto-regressive 
(AR) and moving average (MA) models [16], have been widely used in this task so far [17]. 
ARIMA models have been extended to allow for multivariate time series analysis and inte-
grated with vector autoregression (VAR) models to further generalize the univariate 
ARIMA models [16]. ARIMA can handle seasonality in the data (SARIMA) [18] but require 
the data to be either stationary or non-stationary [17]. 

Alongside statistical methods like ARIMA and its derivates, mostly machine learning 
approaches are used in time series analysis [17]. The most prominent examples are RNNs, 
which can efficiently handle short-term dependencies. Several RNN-based architectures 
have been developed for prediction, and RNNs have traditionally been used for sequence 
modeling and have achievements in areas such as natural language processing. The core 
of RNN-based methods is using memory to store the preceding information but are prone 
to exploding or vanishing gradients [17]. Due to these problems, RNNs were enhanced to 
long short-term neural networks (LSTM) [19], which integrate a feedback loop that allows 
the output values of the network to affect the current output value at earlier points in time 
that prevent gradient dispersion with three gates and enable the capturing of long-term 
correlations in sequences. The feedback loop is the basis for processing time series with 
RNNs because the history of input values affects the output value. On the downside, how-
ever, LSTMs have some limitations [20] and are computationally expensive, and cannot be 
parallelized, limiting their potential applications [17]. Another limitation of LSTM is that 
transfer learning has never been satisfactorily developed. As a result, complete training 
must be provided for each application. 



A newer architecture that has emerged recently is transformers [5]. Primarily emerging 
from natural language processing [21], transformers are efficient in time series analysis 
[17], [21], [22], especially due to their ability to parallelize computations and capture com-
plex input dependencies. Using Transformer architectures with attention mechanisms has 
already led to significant improvements in learning long-time series [20]. Transformer-
based architectures are often considered state-of-the-art [20] but have only been used 
sparsely in IoT-based learning [23]. Transformer-based event prediction promises signif-
icant advantages over previous approaches, such as the ARIMA method [16]. These theo-
retical considerations are supported by practical investigations in [16], [24]–[26].  

In this project, we will investigate the use of statistical methods and neural networks, 
specifically transformers, and LSTMs, on regression and classification tasks with different 
data sets to determine advantages and challenges in the IoT domain. 

3. Research Method 

We follow the Design Science Research method from Johannesson & Perjons [4]. It has five 
steps: a) Problem explication, b) Define requirements, c) Design and develop artifact, d) 
Demonstrate artifact, and e) Evaluate artifact. We apply these steps as follows: 

 Problem explication: We identify the need for efficient and effective management of 

IoT devices in small and medium-sized companies. The growth of IoT technology has 

increased the number of IoT devices that need to be managed. We need a configuration 

management system that can handle the complexity of these devices. 

 Define requirements: We define the functionalities that our system must have. Our sys-

tem should integrate IoT devices into configuration management for small and me-

dium-sized companies. It should use transformer neural networks to handle long time 

series and complex dependencies. It should also align different structures of event 

descriptions and forecast statistics accurately. 

 Design and develop artifact: We design and develop our system as a deep learning-

based software system. It uses transformer neural networks with attention mecha-

nisms to improve the learning of long-time series. We use Python and deep learning 

frameworks such as TensorFlow and Keras. 

 Demonstrate artifact: We demonstrate our system by showing how it integrates IoT 

devices into configuration management for small and medium-sized companies. We 

use transformer neural networks to show how it handles long time series and complex 

dependencies. We show how it aligns different event description structures and accu-

rately forecasts statistics using attention mechanisms. 

 Evaluate artifact: We evaluate our system by comparing it with other methods such as 

ARIMA, RNNs, and LSTMs. We measure its performance using accuracy, precision, re-

call, F-score, MAE, MSE, RMSE, etc. We expect our system to outperform other methods 

in learning long-time series. 

 
 



4. Requirements

The integration of events requires aligning different structures of event descriptions and 
semantics. So, there are differences in the representation of event types that can be nu-
meric, character-based, or specific data types. Despite these differences, the event types 
must be presented consistently. Another difference lies in the different identification of 
individual events. The simplest form is to use a continuous counter. However, different 
counting methods exist, such as starting values, counting direction, etc. Another possibility 
is timestamp-based methods with different resolutions, i.e., minutes, seconds, or fractions 
of a second [27]. The algorithms best suited to the specific task are to be selected and im-
plemented for the project. 

For the prediction of events, it is often helpful, for example, to include data series from 
sensors. Events, in turn, can support the forecasting of status. Therefore, not only the pre-
vious statics but also events and time series are directly or indirectly included in the fore-
casting of statuses. The forecast of statuses is to be carried out in two steps. First, a device's 
total set of statuses is represented as the sum of probability values. Each possible status's 
probability is represented by a number between 0 and 1, where the sum of the probabili-
ties of all states is 1. Thus, the problem is projected into a classification problem. This vec-
tor is supplemented by a time stamp. A time series is created from a series of such vectors 
of probabilities, from which the most probable consequence vector is determined. 

5. Development

For the integration platform, we have introduced the basic architecture shown in Figure 1. 
In the “integration” step, the data, events, and status from the IoT device are collected and 
integrated at normal operation (Figure 1, top). For example, data formats and types, etc., 
must be adapted. The “preparation” step aims to prepare the data for applying following 
AI methods. Typical steps are scaling the data, normalization, and mapping the data in vec-
tor space. In the “prediction model” step, prediction models for data are developed and 
trained based on the Transformer architecture. The data of the prediction models are 
transformed into digital twins of the IoT devices. In the “update” step, the prediction model 
is continuously updated by the data provided by the IoT device. The quality of the predic-
tions is also constantly checked, and if necessary, an adjustment of the prediction model is 
required. 

Finally, the “operational prediction” step is the application of the trained networks in 
the data prediction domain. Suppose there is an outage in the data flow in the event of an 
incident (Figure 1, bottom). In that case, the Transformer-based prediction models take 
over data, events, and status delivery. 

The different prediction solutions are developed using Python and a selection of librar-
ies, specifically Darts2 and statsmodels3 for implementing SARIMA-based models and 
PyTorch4 for the self-implemented LSTM and transformer neural networks. All parts are 
executed in Google Colab. 

 
2 https://unit8co.github.io/darts/ 
3 https://www.statsmodels.org/ 
4 https://pytorch.org/ 



Figure 1: Architecture of integration platform in normal operation and in the event of a fault 

 
Since this is a cooperative project with industry partners, proprietary and multi-variate 

real-life IoT data sets are used. Specifically, one data set with categorical data for status 
prediction and two numerical data sets for regression are employed during the training 
and evaluation (see Table 1). Since multifold cross-validation [28] can be problematic with 
time series [29], forward chaining is used to assess the model stability during the evalua-
tion. 

5.1. SARIMA-Model 

All the data sets are used with a SARIMA model as the default statistical model, an LSTM 
as the baseline neural network in time series analysis, and a transformer as a relatively 
novel approach to derive comparisons of the most effective method. For the SARIMA mod-
els, stationarity is ensured by using the Augmented Dickey-Fuller Test before training the 
model. Ranges for the required model parameters were then determined based on the 
(partial) autocorrelation plots of the data. This was complemented by a grid search in the 
identified ranges, optimizing the model's Akaike Information Criterion (AIC) to find the 
best model. For the binary classification in the second data set, the logistic regression was 
used instead of the SARIMA model as the baseline statistical model, providing the 
timestamp in separate variables. The SARIMA model performed worse than the trans-
former model, reaching a minimum RMSE of 0.32 on the first data set and 4.11 on the third 
data set. 

5.2. Neural Networks 

A stacked LSTM architecture [2, 19] was developed for the neural network models to work 
with the given time series. The network features five LSTM layers with dropout after each 
layer and can be seen as a commonly used LSTM architecture in time series analysis. The 



best results could be reached using the Adam [30], [31] optimizer, which was determined 
along the learning rate and dropout during a grid search. While the results for the LSTM 
are not yet available for the categorical second data set, a minimum RMSE of 0.55, which 
is slightly worse than the SARIMA model and of 2.32 on the third data set, could be reached 
with the optimized models. 
 

Dataset Prediction Description 

Dataset 1 Regression Temperature sensor measurements over two years in 10-
minute-steps in Germany. 

Dataset 2 Classification Measurement of Sensor defects and missing values with binary 
classes (sensor available/unavailable) every 60 seconds. 

Dataset 3 Regression Availability of free stations as measured by multiple sensors in 
an EV charging system with data points every 10 minutes. 

Table 1 
Overview of the employed data sets 

The transformer is implemented as a “vanilla” transformer [5], [22] with timestamp en-
coding, including an encoder and decoder with four layers each. This constitutes a very 
basic transformer architecture that is comparable to Wu et al. [32] but extended by the 
timestamp encoding mechanism used by Zhou et al. and Wu et al. [33], [34] to leverage 
additional information that might be present in the data [22]. The model parameters were 
optimized with a grid search as with the LSTM. For both neural networks, numerical vari-
ables are standardized before the training. The transformer outperformed the other mod-
els on all regression data sets with an RMSE of 0.22 on the first and 0.31 on the third data 
set. On the second data set, an accuracy of 0.97 on par with the logistic regression was 
achieved. 

6. Demonstration and Evaluation 

The preliminary results, as displayed in Table 2, already show an advantage of the trans-
former architecture compared to the other approaches. For the evaluation, the Root Mean 
Squared Error (RMSE) was used for the regression, which is a commonly used metric for 
regression model performance [35], [36]. The categorical results are evaluated using ac-
curacy. 

 Transformer LSTM SARIMA Logistic Regression 

Dataset 1 (RMSE) 0,22 0,55 0,32 - 
Dataset 2 (Accuracy) 0,97 - - 0,97 
Dataset 3 (RMSE) 0,31 2,32 4,11 - 

Table 2 
Preliminary results of the prediction models 



Given the results of the regression data sets, an advantage of the transformer architecture 
can be seen with the used metrics. However, the classification results show an almost equal 
accuracy for both results, which could be due to class imbalances in predicting anomalies, 
i.e., the prediction of sensor failures. For the final results, this should be extended to use F-
Scores, which as the harmonic mean of precision and recall, are insensitive to such imbal-
ances [37]. 

7. Discussion

In the following sections, the preliminary results reached during this research project will 
be summarized and discussed in the context of IoT devices. For this, we will first focus on 
the results reached during the development and evaluation and then progress to known 
and possible limitations as well as implications of the work. 

 Contribution

Since this research is ongoing, the results for all algorithm and data set pairings, and all 
fully optimized models are not yet available. However, the results until now, as displayed 
in Table 2, already show significant improvements in the transformer model. Apart from 
the classification, where possible due to the data set used, the statistical method delivers 
similar results, and the transformer consistently outperforms the alternative methods. 
This roughly replicates the results from, e.g., Zhou et al. [33], [38], who also found signifi-
cant benefits in transformers compared to LSTMs. In comparison with the transformers, 
the LSTMs are also significantly slower. For the same number of training epochs, an aver-
age increase of 124% was measured across all data sets. The benefits of neural networks 
compared to ARIMA models were demonstrated in several studies [16, 24, 25] before and 
confirmed.  

This leads to the conclusion that transformers and their defining attention mechanism 
offer a few decisive advantages for the project task, i.e., the prediction of IoT device-related 
data. By weighted consideration of all inputs for each output, specific data patterns can be 
addressed very well. The parallelization avoids the long gradient paths of deep LSTMs [26], 
making the attention mechanism particularly suitable for the desired predictions. Other 
central advantages of the transformers besides the more efficient training that has not yet 
been explored in this project include the possible use of transfer learning [39]. By using 
transfer learning, the effort needed to train specific models might again be drastically re-
duced. 

 Limitations

This work is subject to a few limitations, mainly the current focus on proprietary data sets. 
While necessary for the project partner, this only allows for limited comparison of the re-
sults to baseline solutions in the field. Despite the findings of Wen et al. [22], no seasonal 
trend decomposition is used on the data, which might allow for even better results with 
the transformer. Additionally, further extensive optimization of all model hyperparame-
ters might be applied to the neural networks, given additional time and resources. The 



transformer architecture used in this project is currently quite standard and, like most 
neural networks, a black box model. Other transformer architectures for time series, like 
the Temporal Fusion Transformer [40] might give additional insight into the data. 

Specifically for the domain of IoT device data, where new data points are generated 
frequently and concept drifts [41], [42] as location changes of sensors might occur regu-
larly, a model update strategy might be necessary. Retraining and continuous online learn-
ing is an ongoing problem in machine learning and might apply specifically to IoT data. 
However, this has not been in the scope of this project. 

 Implications

The proposed deep learning-based software system for the integration of IoT devices into 
configuration management has several important implications for small and medium-
sized companies. First, the system offers an innovative approach to managing IoT devices, 
which are increasingly important for business operations. Transformer neural networks 
represent an improvement over traditional machine learning methods, as they can handle 
long series and complex dependencies more effectively. 

Second, the proposed system can potentially improve the accuracy and efficiency of 
configuration management. The use of transformer-based event prediction is expected to 
significantly improve forecasting accuracy and management efficiency, which can result in 
significant cost savings and increased productivity for small and medium-sized companies. 

Third, the project's use of the Design Science Research method demonstrates a rigorous 
and structured approach to developing and evaluating the proposed system. This method 
ensures that the system meets the requirements and addresses the problem of efficient 
and effective management of IoT devices in small and medium-sized companies. 

8. Conclusion

Overall, the proposed system has significant implications for the management of IoT de-
vices in small and medium-sized companies. The system can potentially improve business 
operations and increase profitability by providing a more efficient and effective way of 
managing IoT devices. As IoT technology continues to grow, the development of such sys-
tems will become increasingly important for companies of all sizes. 
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