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Abstract

The claims of a patent define the scope of exclusive rights to an invention, containing all essential technical features reflecting the novelty and non-obviousness. Current patent text mining methods have not fully leveraged patent claims by considering the expression of technical features in patent claims. In this study, we clarify the textual structure of patent claims and model the claims in a patent as a tree by capturing the dependency relationships among the patent claims. We derive patent technology compound sentences (TCS), then propose a novel patent semantic representation based on TCS. To evaluate the proposed patent representation, we apply relational and direct strategies of empirical evaluation to a dataset of USPTO. The results show that our TCS-based and quantity-quality-weighted representation for patents outperforms other methods on task of P2P similarity and automated IPC symbol classification, which suggest that TCS enables more efficient use of technical information of the patent claim. The potential application of the novel representation in novelty analysis is discussed as well. The fundamental patent representation method using TCS could unleash the value of patent claims as technical information resource, and have many potentials in improving many subsequent tasks of patent mining.
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1. Introduction

Patent documents are valuable resources for technology text mining. As a combination of legal and technical terms, patent text differs significantly from other types of documents as scientific articles [1, 2]. The characteristics of patent text should be considered and utilized in patent text mining. To this end, many recent techniques of patent mining have increasingly employed a few methods like information fusion and text reorganization [3, 4]. As an important element in patent document, patent claim outlines the scope of an invention’s exclusive rights and include all essential technical elements that demonstrate its novelty and non-obviousness. Patent claim has been exploited by many applications of patent mining, including patent infringement detection [5, 6, 7], patent evaluation [8, 9, 10], patent classification and clustering [11, 12, 13], patent information representation, etc. Therefore, it is an essential task to design text processing methods of patent claims by fully leveraging their features. However, current studies have not yet clarified the textual structure of patent claims, nor designed improved methods to deal with patent claims. In this study, we propose a method of patent technology compound sentences (TCS) to structure patent claims, then apply it to design a novel patent semantic representation. We evaluate the proposed patent semantic representation on a patent dataset. The fundamental patent representation method based on TCS could unleash the resource value of patent claims, and have many potentials in improving many subsequent tasks of patent mining.

2. Related work

For patent semantic representations, terms and phrases [14, 15] or original text [16, 17, 18, 19, 20] are used as the input. Keywords extraction and subject-action-object (SAO) analysis are leveraged to describe the technologies embedded in the patent texts. These methods, however, could be unable to capture the relationships within the technical concepts and might overlook some of the technical specifics. The original text may be a superior option in terms of information integrity with the advancement of NLP techniques. Title and abstract of patent are de-
further studies which optimize the input by attending to characteristics that distinguish patent text from other text types, such as information enhancement with patent citation [3], or input transformation according to claim structure [20]. These methods leverage idiosyncrasies of claim text to some extent. To our knowledge, little research on patent semantic representation utilizes the specific structure and internal logic of technical information within patent claim. Therefore, we contribute to the research on patent semantic representation by providing an embedding method that can capture the nuance internal logic of patent claims.

3. A representation using technical compound sentence

3.1. The tree structure of patent claims

The claims of patent can be classified into independent claims and dependent claims. Independent claims describe different embodiments or aspects, uses, or methods of producing the invention. Dependent claims refer back to and further limit another claim or the claims in the same application, to further limit the scope and complete the description with more details. The technological embodiments of dependent claims are embedded in the independent claims. With such structure, the patent claims can be model as a tree. Typically, each patent claim is provided as a separate numbered sentence, and the referenced claim is easily identified in the sentence. Theoretically, it is easy to identify the dependencies of patent claims and construct the tree structure of claims [22, 23, 24]. We refer such tree structure of claims as claim tree. In a claim tree, a claim follows serial dependency refers to the previous claim, and a claim follows parallel dependency refers to claim or claims before the previous one. Serial dependency between claims adds into the depth, and parallel dependency adds into the breadth, resulting in varying structures.

3.2. Construction of Technical Compound Sentence

The logical connections between technicalities embodied in the claims are reflected by the dependencies of claims. Therefore, a path from the root to the leaf nodes in claim tree denotes a chain of claims that together provide a full statement of an aspect, use, or method of fabricating the invention. A technical compound sentence (TCS) is constructed by combining the claims of the path in sequence. It is capable of grasping the progressive and explanatory relationships of claims, as well as the superior and subordinate relationships between technical concepts and technicalities. Furthermore, TCS enables the disambiguation of claims following the serial dependency and claims following the parallel dependency. The claims following the serial dependency add into the length of TCS, i.e., the technicalities volume of a full description. The claims following the parallel dependency add into the count of TCS, i.e., generalize and thus expand the scope of a patent. As shown in fig.1, the example patent claim can be break down into 12 TCSs, and each of them consists of 5 claims.

![Figure 1: Claim Tree and TCS](image)

3.3. Patent Representation Learning using TCS

We develop a method for semantic representations of patent based on technical compound sentence (TCS). The embedding vector of a patent is the weighted average of the embedding vector of its TCSs, where the weights are based on the quantity $Q(s)$ and quality $F(s)$ of the information the TCS contains. The representation is obtained through

$$
\bar{F} = \frac{1}{\sum_{s \in S} W(s)} \sum_{s \in S} \bar{s} \times Q(s) \times F(s) 
$$

A patent claim can be represented as a graph where nodes are terms of the claim. The graph-of-words of patent claim $C$ is defined as $G = (V,E)$ where $V$ is the set of nodes that represents the nouns and verbs of $C$ and $E$ is the set of edges which represents the co-occurrence of the words in a 1-size window. Information quantity $Q(s)$ of a TCS is determined by its cover of level $H(s)$ and cover of breadth $R(s)$ of the claims it includes. Cover of level $H(s)$ is the maximum depth of a claim that form the TCS in the claim tree, which is positively related with more technical details. And cover of breadth $R(s)$ is measured by radius of subgraph of the TCS $G_s$, which can describe the scope of technical information the TCS contains. Information quantity $Q(s)$ is calculated with

$$
Q(s) = H(s) \times R(s)
$$
As for the information quality \( F(s) \) of a TCS, the k-core approach is employed [25], which focuses on cohesiveness and connections of nodes (terms). The \( c_i \)-core of \( G \) is a subgraph \( G_{c_i} \), in which the degree of nodes is greater than or equal to \( c_i \). In the \( G_{c_i} \), for the edge \( D(v_m,v_n) \) linking the term \( v_m \) and \( v_n \) of \( G \), its weight equals to the number of co-occurrences of two terms, and its core degree is \( c_i \). Weight of the edge linking two terms and the core where those two terms appear are combined to calculate the information quality \( F(s) \) as

\[
F(s) = \sum_{i=1}^{k} \sum_{(v_m,v_n) \in \delta_i} D(v_m,v_n) \times c_i
\]

The TCSs are then embedded using a custom Bert+SimCSE-unsup model, and the claim representation is obtained by taking weighted average of the TCSs embeddings. The whole process is illustrated in Figure 2.

\[\text{Figure 2: Patent Semantic Representation Using TCS}\]

4. Experiments

4.1. Datasets

With the help of the Patent Public Search tool provided by the United States Patent and Trademark Office (USPTO), we gather claims, descriptions, and IPC assignments of 2114 patents that were submitted between 2016 and 2017 and contained the terms "quantum computer" and "quantum computation" in their abstracts.

4.2. Evaluation

We apply "relational" and "direct" methodologies to evaluate the TCS-based and quantity-quality-weighted representation for patents [18]. The former method assesses the similarity of two items from the semantic representation and regularly used observable metrics such as IPC assignments [26, 27]. The correlation between the two similarities is investigated. The latter method analyzes the representation’s performance in the prediction of the associated IPC classes [7]. Firstly, we demonstrate the benefit of TCS and the weighting strategy, by comparing with: (i.) full text of claim; (ii.) the first claim; (iii.) TCS + unweighted average; (iv.) TCS + quantity weighted average; (v.) TCS + quality weighted average. One should notice the above methods share the Bert+SimCSE-unsup model for embeddings. For good measure, other baseline models include: (vi.) PatentSBERTs [20]; (vii.) Technical Signature [18]; (viii.) Doc2vec [28]; (ix.) tfidf-Mittens [29]; (x.) Mittens-WR [30]. Each IPC of a patent can be represented by a tree for it comprises a hierarchically organized taxonomy, and the IPC tree of a patent is structured by additionally inserting a root node to unify the trees of all assigned IPC codes. The dissimilarity space embedding (DSE) is adapted for IPC representation [26, 31], which transforms the IPC tree into a vector space. Given a distance function \( d \), the dissimilarity space embedding of IPC is defined as

\[
\phi_n(c) : G \rightarrow \mathbb{R}^n \quad \phi_n(c) = (d(c_1, c), d(c_2, c), \ldots, d(c_n, c))
\]

Tree edition distance (TED) is employed as distance function. It is given by the minimal cost sequence of all operations including insertion, deletion, and relabeling transforming one tree to another. Then we calculate similarity by dot product of two representation vector. Besides, the absolute value of difference between 1 and the ratio of two similarities (i.e., the similarity derived from the representation and IPC assignment), which takes the form of

\[
\mu = \left| \frac{\tilde{p}_1 \cdot \tilde{p}_2}{\phi_n(c_1) \cdot \phi_n(c_2)} - 1 \right|
\]

is adopted in the variance analysis. Using TCS as the input format considerably improves the overall performance, as illustrated by Table 1. Additionally, the performance of the model is further enhanced by the weighting of quantity and quality developed on TCS. As a result, TCS with weight increases the model’s efficiency for task of p2p similarity, and the use of TCS alone is able to boost the performance of patent representation in an observable way. We apply Z-test on \( \mu \) to compare the average score of two patent semantic representations, and thus to testify the outperformance of embedding using TCS and the weight strategy based on TCS. As Table 2-4 depicts, the p-values are all less than 0.001, indicating that the null hypotheses are rejected and the differences across the models are not chance variations. We could come to the conclusion that TCS facilitates more effective use of technical information in the patent claim and could be effective in organizing technical information of patents. In addition, based on TCS, the weight of quantity and quality can result in superior patent semantic representation, allowing the representation to maintain a balance.
Table 1
Performance of Patent Semantic Representations (i.)

<table>
<thead>
<tr>
<th>Method</th>
<th>Relevance(%)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>First claim</td>
<td>24.55</td>
<td>0.0043</td>
</tr>
<tr>
<td>Full claim</td>
<td>22.43</td>
<td>0.0032</td>
</tr>
<tr>
<td>TCS + unweighted average</td>
<td>26.37</td>
<td>0.0033</td>
</tr>
<tr>
<td>TCS + quantity weighted</td>
<td>27.67</td>
<td>0.0032</td>
</tr>
<tr>
<td>TCS + quality weighted</td>
<td>26.41</td>
<td>0.0031</td>
</tr>
<tr>
<td>TCS + quantity and quality weighted</td>
<td>27.72</td>
<td>0.0031</td>
</tr>
<tr>
<td>PatentSBERTa</td>
<td>13.63</td>
<td>0.0035</td>
</tr>
<tr>
<td>Technological Signature</td>
<td>17.90</td>
<td>0.0021</td>
</tr>
<tr>
<td>Doc2vec</td>
<td>21.72</td>
<td>0.0036</td>
</tr>
<tr>
<td>tfidf-Mittens</td>
<td>19.25</td>
<td>0.0035</td>
</tr>
<tr>
<td>Mittens+WR</td>
<td>22.16</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

Table 2
Result of Z-Test (i.)

<table>
<thead>
<tr>
<th>TCS + unweighted average</th>
<th>Full-claim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td>0.5797</td>
</tr>
<tr>
<td>Std.</td>
<td>1.1598</td>
</tr>
<tr>
<td>Z value</td>
<td>-18.4620</td>
</tr>
<tr>
<td>P value (one-sided)</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Table 3
Result of Z-Test (ii.)

<table>
<thead>
<tr>
<th>TCS + unweighted average</th>
<th>First claim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td>0.5797</td>
</tr>
<tr>
<td>Std.</td>
<td>1.1598</td>
</tr>
<tr>
<td>Z value</td>
<td>-2.9395</td>
</tr>
<tr>
<td>P value (one-sided)</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

Table 4
Result of Z-Test (iii.)

<table>
<thead>
<tr>
<th>TCS + weighted</th>
<th>TCS + unweighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td>0.5409</td>
</tr>
<tr>
<td>Std.</td>
<td>0.9152</td>
</tr>
<tr>
<td>Z value</td>
<td>-10.6267</td>
</tr>
<tr>
<td>P value (one-sided)</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

4.3. Application

We apply technical compound sentence (TCS) on novelty analysis. Innovation consists in carrying out new combinations. Actually, innovation is fundamentally the combination of facts, concepts, techniques, theories, goals, etc. [32]. Thus, for novelty analysis, the combinations held by the patent are vital and the combinations should be considered when conducting patent semantic search in novelty analysis. Patent claims define the boundary for an exclusive right granted by the patent office, and we may express the same thing by saying that each patent occupies a certain inventive space of the protecting parts of technologies that exclude other inventions. A TCS derived from a patent claim tree, naturally, describes a relatively separate segment of the entire space the claim defines, which means it contains the implicit combinations of an aspect or method the patent right intends to protect. Therefore, the relevant patents can be located and identified by matching similar TCS. By applying TCS embedding as the query, we are able to retrieve more of relevant items which might be novelty-prejudicial to the target patent for novelty assessment. Thus, TCS could improve the recall of patent retrieval in patent semantic search in novelty analysis.
5. Conclusion

A technical compound sentence (TCS) is composed of a set of claims that on the path from the root to the leaf nodes in a claim tree. The experiment’s findings demonstrate that the employment of TCS enhances the performance of patent semantic representation. This indicates the capability of the TCS in technical information organization of patents. Additionally, the balance of emphasizing the key information and elaborating the full scope is achieved by the weight of quantity and quality built on TCS, which further improves the semantic representation. For future work, we will further explore the uses of TCS in the field of patent text mining, attempting to achieve efficient processing, interpretation, and utilization of patent texts.

References


