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Abstract 

As Artificial Intelligence (AI) permeates numerous aspects of daily life, fostering AI literacy in higher 
education becomes vital. This study presents the development and validation of an AI Literacy 
Questionnaire designed to assess AI literacy across four dimensions, i.e., knowledge-related, 
operational, critical, and ethical. The questionnaire builds upon the frameworks proposed by Cuomo et 
al. (2022) and covers a broad spectrum of skills and knowledge, offering a comprehensive and versatile 
tool for measuring AI literacy. The instrument's reliability and construct validity have been confirmed 
through rigorous statistical analyses on data collected from a sample of university students. This study 
acknowledges the challenges posed by the lack of a universally accepted definition of AI literacy and 
proposes this questionnaire as a robust starting point for further research and development. The AI 
Literacy Questionnaire provides a crucial resource for educators, policymakers, and researchers as they 
navigate the complexities of AI literacy in an increasingly AI-infused world.  
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1. Introduction 

1.1.  The Pertinence of AI literacy 

With its rapid advancement Artificial Intelligence (AI) is increasingly permeating areas of daily 
life and used in various contexts from medicine to literature [1,2]. In this dynamic landscape, 
higher education institutions have a unique opportunity to enhance students' critical skills and 
knowledge in AI. To remain relevant, higher education should confront with the demands of this 
rapidly evolving world, and one crucial aspect is fostering AI literacy among students as a critical 
academic skill [3,4,5].  
Traditionally, AI concepts have primarily been taught in universities, with a focus on computer 
science and engineering principles [3,6,7,8]. This approach has generated obstacles and barriers 
to the development of AI literacy amongst the public [9].  
Furthermore, while the importance of AI literacy research has grown in recent years, there is still 
no widely accepted definition of AI literacy [1,10], being "AI literate" commonly referred to the 
capacity of comprehending, utilizing, monitoring, and engaging in critical reflection on AI 
applications, without necessarily possessing the ability to develop AI models oneself and 
applications [9,10].  
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1.2.  Assessing Ai Literacy 

Even though there is no consensus on what AI literacy is, several efforts have been made to 
develop measurement tools that capture the multidimensionality of AI literacy. However, while 
some of them were developed specifically for evaluating AI literacy after a course [11,12], other 
questionnaires focus on a few dimensions of AI, such as emotive or collaborative aspects, while 
ignoring the same idea of AI literacy due to its intrinsic complexity [1]. The "Attitudes Towards 
Artificial Intelligence Scale" [13], the "General Attitudes Towards Artificial Intelligence Scale" 
[14], and the "Artificial Intelligence Anxiety Scale" [15] are three examples of this phenomenon.  

In order to address this limitation, we initially constructed a multidimensional framework for AI 
literacy rooted on the Calvani et al. (2008) concept of digital literacy, which provided the ground 
for the Cuomo et al. [10] AI Literacy framework. Subsequently, we developed an AI literacy 
Questionnaire that incorporated items from existing assessment tools, as well as new or adapted 
items, all of which were aligned with the original AI literacy framework.  

In this paper, we aim at presenting an assessment tool that we have developed, focusing on the 
validation procedure that we have carried out to ensure the reliability of the tool. Before 
presenting the evaluation tool and the validation process, we introduce the background of the 
study, that is the above-mentioned AI literacy framework. 

 

1.3.  The AI literacy framework: A multidimensional approach 

The complexity and multifaceted nature of AI literacy necessitates a comprehensive framework 
that addresses the different aspects at the core of AI understanding. Our previous research 
proposed a novel approach, consisting of four key dimensions that collectively encompass the full 
spectrum of AI literacy [10]. Together, these dimensions provide a multifaceted lens through 
which AI literacy can be explored, assessed, and cultivated. They emphasize the necessity of 
moving beyond mere passive consumption of AI to a more critical and responsible understanding, 
thereby offering a holistic, integrative pathway for approaching AI literacy. Going into details the 
framework is composed by the following dimensions: 
 
- Knowledge-related Dimension: it encompasses the understanding of fundamental AI concepts, 
focusing on basic skills and attitudes that do not require preliminary technological knowledge 
[5]. It includes understanding AI types, machine learning principles, and various AI applications 
such as artificial vision and voice recognition. 
 
- Operational Dimension: focused on applying AI concepts in various contexts [16], it emphasizes 
the ability to design and implement algorithms, solve problems using AI tools, and develop simple 
AI applications to enhance analytical and critical thinking [17]. 
 
- Critical Dimension: highlighting AI's potential to engage students in cognitive, creative, and 
critical discernment activities [18], it underscores the importance of effective communication and 
collaboration with AI technologies and critical evaluation of their impact on society. 
 
- Ethical Dimension: concerning the responsible and conscious use of AI technologies, this 
dimension stresses the balanced view of delicate ethical issues raised by AI, such as the delegation 
of personal decisions to a machine [e.g., job placement or therapeutic pathways], and emphasizes 
the growing attention towards "AI Ethics", encompassing transparency, fairness, responsibility, 
privacy, and security. 
Building upon this multidimensional framework, our research takes a pioneering step towards 
an empirical understanding of AI literacy. The existing literature, as previously mentioned, tends 



to focus on singular aspects of AI or addresses AI literacy in a more compartmentalized manner. 
In contrast, our framework serves as the robust foundation for a newly developed questionnaire, 
designed to probe the intricate layers of knowledge-related, operational, critical, and ethical 
dimensions of AI. This alignment between theoretical structure and practical assessment tool 
marks a significant innovation in the field. By weaving these dimensions into a cohesive 
instrument, the questionnaire promises not only to assess AI literacy in a more comprehensive 
manner but also to ignite further research and applications that recognize the richness and 
complexity of engaging with AI. In the following section, we will delve into the specific design and 
methodology of the questionnaire, elucidating how it encapsulates the full breadth of the AI 
literacy landscape. 
 

2. Methodology 

Questionnaire-based survey methods are extensively employed in social science, business 
management, and clinical research to gather quantitative data from consumers, customers, and 
patients [19]. During the creation of a new questionnaire, researchers may consult existing 
questionnaires with standard formats found in literature references. This article outlines the 
process of designing and developing an empirical questionnaire, as well as validating its 
reliability and consistency using various statistical methods. 
The empirical research method employs a survey-based approach that involves several key steps. 
The questionnaire was developed following the recommendations of DeVellis [20], and its 
development included the following steps: clearly determine the construct to measure, generate 
the items’ pool, determine the format for measurement, have the initial items’ pool reviewed by 
experts, administer items to a development sample, and finally evaluate the items.  
 

2.1. Identifying the constructs related to the topic. 

 
A thorough review of the literature has been conducted to determine the meaningful dimensions 
to conceptually represent the idea of AI literacy. This review included insights from seminal 
works, including those by Floridi [21,22], Ng [5], and Selwyn [23], among others, and reliable 
sources like the European Commission [24,25,26,27,28], the Joint Research Center [29], and the 
Organization for Economic Co-operation and Development [30,31,32]. It brought to the 
development of the already presented AI literacy framework [10], including the knowledge-
related, operational, critical, and ethical dimensions. These dimensions and their definitions (see 
above paragraph 1.3) provided the ground to conceptually map the already existing measuring 
tools for AI literacy or some of its aspects. The results of this analysis are illustrated in the next 
section. 
 

2.2. Item generation 

As a first step of the item generation process, we further developed our framework by identifying 
more analytical descriptors for the four main dimensions that the questionnaire aimed to 
investigate, that is knowledge-related, operational, critical, and ethical. To this purpose we 
carried out an examination of relevant literature as well as of seminal institutional documents in 
the field (such as the European Commission, JRC, OECD, UNESCO, UNICEF, etc.).  
 
As a result, we operationalized our framework mapping the emerging conceptual elements on it, 
thus identifying relevant sub-dimensions. Those conceptual elements provided the ground for 
the generation of the items. The graph below (Figure 1) summarizes the item generation process 



from examination of the literature to the identification of appropriate descriptors up to the 
creation of the items. 
 
 

Before proceeding with the development of a preliminary draft of the questionnaire, in addition 
to the analysis of the conceptual elements of AI literacy, a review of already validated 
questionnaires on related topics, such as technology competence or digital literacy, was 
conducted in order to select items that could be adapted for measuring AI literacy. The table 
below summarizes the results of the tools’ examination (Table 1). Only then were we able to come 
up with a final Survey draft capable to cover a range of AI-related knowledge, skills, attitudes, and 
behaviors that are relevant in today's rapidly evolving technological landscape.  

 
 
 
 
 

 

 

Final Survey Draft - 118 AI Literacy items

22 items for AI 
Knowledge-related 

dimension

32 items for AI 
Operational 
dimension

30 items for AI Critical 
dimension

34 Items for AI Ethics 
dimension

Literature review on seminal Books/Papers (Floridi, Selwin, LeCun, Russell, Bengio) - 42 AI Literacy 
Items

8 items for AI 
Knowledge-related 

dimension

10 items for AI 
Operational 
dimension

12 items for AI Critical 
dimension

12 Items for AI Ethics 
dimension

Literature review on institutional sources (European Commission, HILEG, JRC, OECD, UNESCO,  
UNICEF) - 38 AI Literacy Items

4 items for AI 
Knowledge-related 

dimension

8 items for AI 
Operational 
dimension

10 items for AI Critical 
dimension

16 Items for AI Ethics 
dimension

Literature review (competencies, concepts, dimensions) - on existing frameworks - 38 AI Literacy 
items

10 items for AI 
Knowledge-related 

dimension

14 items for AI 
Operational 
dimension

8 items for AI Critical 
dimension

6 Items for AI Ethics 
dimension

Figure 1: Graphical process for Item generation 



 

Table 1  
Existing surveys reviewed. 
 

Name Author 
Questionnaire 

purpose 
Questionnaire 

Target 
Validation 

process 
N. of 

items 

Assessment 
of non-

experts’ AI 
literacy 

(Laupichler 
et al., 2023) 

Support the 
development of a 

scale for the 
assessment of AI 

literacy. 

Non-experts 
Content 

validation but no 
factor loadings 

38 items 

Artificial 
intelligence 

literacy scale 
(AILS scale) 

(B. Wang et 
al., 2022) 

Assess the self-
report competence 
of users in using AI 

AI Users 
(Expert and 
non-expert) 

Complete 
validation (EFA, 
CFA, Reliability) 

12 items 

AI anxiety 
scale (AIAS 

scale) 

(Y.-Y. Wang 
& Wang, 

2022) 

Develop a 
standardized tool 

to measure Ai 
anxiety 

Citizens 
(Expert and 
non-expert) 

Complete 
validation (EFA, 
CFA, Reliability) 

21 items 

Attitude 
Towards 
Artificial 

Intelligence 
(ATAI scale) 

(Sindermann 
et al., 2021) 

Trust in and Usage 
of Several Specific 

AI Products 

Citizens 
(Expert and 
non-expert) 

Complete 
validation (EFA, 
CFA, Reliability) 

5 items 

General 
Attitudes 
towards 
Artificial 

Intelligence 
Scale (GAAIS 

scale) 

(Schepman 
& Rodway, 

2020) 

Inform legislators 
and organisations 

developing AI 
about their 

acceptance by the 
end users 

Citizens 
(Expert and 
non-expert) 

Complete 
validation (EFA, 
CFA, Reliability) 

20 items 

 
 

Descriptors or conceptual elements that recurred in at least two independent sources were 
transformed into items.  

We paid close attention to ensuring that the questionnaire covered a comprehensive range of AI 
literacy dimensions, while maintaining clarity and relevance. By following this process, the initial 
scale was developed, with 22 items focused on AI knowledge-related dimension, 32 on AI 
operational dimension, 30 on AI critical dimension, and 34 on AI ethical dimension. The following 
table (Table 2) contains some sample item to clarify the final output of the item generation phase.    



Table 2  

Initial item generation results. 

Framework 
Dimension 

Description 
Sample 

question 
Matrix option 

Nr. of 
items 

References 

Knowledge-
related 

dimension  

Know how to 
use AI 

applications 
and its 

fundamental 
workings. 

When it comes 
to AI, I feel my 
knowledge on 
the subject 
would be: 

Know and 
understand AI 
definitions and 

theoretical foundations 
22 [5,10 49,50,51] 

Know and 
understand AI basic 

mathematical functions 
behind the algorithm 

Operational 
dimension  

Using AI 
concepts, 

expertise, and 
applications in 

various 
contexts. 

In your opinion 
the following 
tasks could be 
supported by 
AI? 

Supporting 
Emergency services 

32 
[5,10, 15, 29, 
30,31,32, 49] 

News reporting 

Emotional support 

Critical 
dimension 

AI applications 
for critical 
thinking 

abilities (such 
evaluating, 
appraising, 

predicting, and 
designing) 

How much do 
you agree with 
the following 
statements? 

Artificially 
intelligent systems 
make many errors. 

30 [14, 15,23, 32, 46] 
An artificially 

intelligent agent would 
be better than an 

employee in many 
routine jobs. 

Ethical 
dimension 

Human-
centered 

factors (such as 
justice, 

responsibility, 
openness, 
ethics, and 

safety). 

How much do 
you believe the 
following 
considerations 
affect the 
trustworthiness 
of AI? 

Social Impact: the 
risk that AI will further 
concentrate power and 
wealth in the hands of 

the few. 

34 
[21,22, 24, 25, 26, 
27, 28, 29, 29, 46, 
47, 48, 49, 50, 51] 

Democratic impact: 
the impact of AI 
technologies on 

democracies. 

Work impact:  
Impact of AI on the 

labour market and how 
different demographic 

groups might be 
affected. 

 
 
 

2.3. Expert reviews and face validity 

Face validity is crucial because it assesses whether or not the questionnaire measures what it 
intends to measure. It involves reviewing the questionnaire and determining if the items and their 
wording seem relevant and appropriate for measuring the construct of interest, that is AI literacy. 
To ensure the face validity of the questionnaire, we enlisted the help of a panel of experts (N=5) 
in the field of AI and educational assessment. It is worth noting that the use of a small group of 
experts for assessing content validity was considered appropriate in this study, as it focused on a 
cognitive task that did not require an in-depth understanding of the phenomenon being examined 
[33,34,35]. These experts were well-versed in AI literacy and possessed a deep understanding of 



the questionnaire's intended constructs. A draft questionnaire was provided to them and their 
feedback on the clarity, relevance, and appropriateness of each item were requested. 
To ensure a shared understanding of the four AI literacy constructs, the definitions were shared 
with each expert. The process of content validation consisted of the following steps. 
The expert panel carefully reviewed each item and provided valuable insights and suggestions 
for improvement. They pointed out any items that seemed unclear, redundant, or irrelevant to 
the construct being measured. Their feedback was essential in refining the questionnaire and 
ensuring that it truly captured the essence of AI literacy. 
The experts were initially asked to categorize each object into one of the four dimensions of our 
AI literacy framework (i.e., knowledge-related, operational, critical, ethical) following the 
methodology advocated by Schriesheim and colleagues [35]. If at least four out of the five experts 
assigned the same classification to an item, it was considered as clearly addressing a concept. 
There were 118 items in all, and out of those, 15 were either unclassified or erroneously 
categorized by two experts, while another 23 were misclassified or unclassified by multiple 
experts. As a result, these elements were not included in the study. 
The items were then enhanced, including their phrasing and format by the experts ’ suggestions, 
14 items were rephrased and 20 items, related to the impact of AI in education, were moved 
outside the main corpus of the questionnaire and became an appendix that can be used in 
educational context as a wider information section. 

2.4. The sample and procedures 

The next step in validating a questionnaire is the administration of the survey. This step involves 
collecting data from a sample of participants who will complete the questionnaire. The purpose 
of questionnaire administration is to gather responses that will be used to evaluate the reliability, 
validity, and overall, the methodological robustness of the questionnaire. Our survey follows the 
advice of Likert and Hinkin by using a 5-point Likert scale. A five-point Likert scale was deemed 
to be more suitable because our questionnaire will be given online. The questionnaire was 
created so that it could be presented electronically on computers or cellphones, allowing for easy 
transmission and distribution via the Internet. The actual study was conducted online, in May 
2023, via the survey tool “Qualtrics”, while all analyses were implemented using the statistical 
software R [36,37]. The questionnaire was administered to a convenience sample, consisting in 
University of Florence’s student teachers of first year (2023) of Primary Education. The sample, 
after removing the missing data, was composed by 191 student teachers of Primary Education, 
including 178 females (93,19%) and 11 males (5,76%). The age ranges were between 18-24 
(60,21%) to 55-64 (0,52%), while the highest degree of education completed was the High school 
graduation for 128 respondents (67,55%) and a 3-year University degree for 37 respondents 
(19,15%). Table 3 summarizes the sample characteristics. 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table 3  

Sample characteristics 

 

Characteristic Items % Frequency 

Gender 

Male 5.76% 11 

Female 93.19% 178 

Prefer not to 
say 

1.05% 2 

Age 

18 - 24 60.21% 115 

25 - 34 26.18% 50 

35 - 44 8.90% 17 

45 - 54 4.19% 8 

55 - 64 0.52% 1 

School level of employment (if 
already working) 

Early 
Childhood 

22.68% 22 

Elementary 69.07% 67 

High School 3.09% 3 

Special classes 
(Support) 

5.15% 5 

Highest degree or level of 
education completed 

High school  67.55% 128 

3y University  19.15% 37 

5y University  8.51% 17 

1° level Master  3.19% 6 

Doctorate 0.52% 1 

2° level Master  1.06% 2 

Professional experience (in years): 

< 5 Years 77.32% 75 

> 5 < 10 Years 17.53% 17 

>10 < 20 Years 3.09% 3 

> 20 Years 2.06% 2 

 
 
 

3. Results 

3.1. Reliability and validity 

The reliability of a questionnaire can be considered as the consistency of the survey results. As 
measurement error is present in content sampling, changes in respondents, and differences 
across raters, the consistency of a questionnaire can be evaluated using its internal consistency. 
Internal consistency is a measure of the inter-correlation of the items of the questionnaire and 
hence the consistency in the measurement of intended construct. Internal consistency is 
commonly estimated using the coefficient alpha [38], also known as Cronbach's alpha.  According 
to expert suggestions, Cronbach's alpha value is expected to be at least 0.70 to indicate adequate 
internal consistency of a given questionnaire [20,39]. Low value (below 0.7) of Cronbach's alpha 
for a given questionnaire represents poor internal consistency and, hence, poor inter-relatedness 
between items. In our survey, Cronbach's alpha, McDonald’s omega [40] the composite reliability 
(CR), and the average variance extracted (AVE) were used to assess the survey's reliability and 
validity. The findings are shown in Table 4. The survey's Cronbach's alpha score was 0.953, while 
the scores for each of the four constructs were, respectively, 0.880, 0.941, 0.858, and 0.914. 
Although the reliabilities of each individual constructs were greater than 0.70, the instrument as 



a whole scored higher than 0.953, indicating that the latter is more reliable than the individual 
constructs. The scale's convergent validity was evaluated using the CR and AVE criteria set out by 
Fornell and Larcker [41]. Cronbach's alpha is a more subjective measure of reliability than CR, 
and CR values of 0.70 and higher are regarded as satisfactory [42]. The AVE compares the 
variance collected by a construct to the variance caused by measurement error. According to Hair 
et al. [42], values more than 0.5 show satisfactory convergence; in our scale, CR values were 
higher than 0.7, and AVE values were superior to 0.5, which indicated acceptable convergence.  

 
 

Table 4  

Results of Cronbach’s Alpha, McDonald’s Omega, AVE and CR 

Framework 
dimensions 

Cronbac
h’s α 

McDonald
’s ω 

Average 
variance 
extracted 

Composi
te 

Reliability 

N. of 
elements 

Knowledge-related 
dimension 

0.880 0,888 0,521 0,916 8 

Operational 
dimension 

0.908 0,910 0,513 0,926 12 

Critical dimension 0.941 0,950 0,522 0,915 10 

Ethical dimension 0.914 0,924 0,520 0,914 10 

Total 0.953 0,956 0,531 0,940 40 

 

3.2. Identify underlying components. 

The fundamental structure of the 60-items measure was further confirmed by exploratory factor 
analysis (EFA). Component or factor loadings tell what factors are being measured by the 
questions. Questions that measure the same indicators should load onto the same factors. Factor 
loadings range from -1.0 to 1.0. The factorial structure of the survey scale was investigated by 
means of principal component analyses (PCAs) indicating a four-components structure as 
hypothesized by the framework. The four components were rotated using an orthogonal rotation 
technique (varimax rotation) to allow for correlations between the components. According to the 
PCA results, the four variables with eigenvalues larger than 1.00 were responsible for 69.68% of 
the total extracted variance. This study followed the five rules that are frequently used as the 
criteria for deciding whether to retain or eliminate items: (1) values larger than the basic root 
criterion (eigenvalue >1.00); (2) insignificant factor loadings (0.50); (3) significant factor 
loadings on multiple factors; (4) at least three indicators or items in a single factor; and (5) single 
item factors [33, 42, 43, 44]. Eventually, 40 items emerged from the 60 items with 10 items 
focused on the AI knowledge-related dimension, 12 on AI operational dimension, 10 on AI critical 
dimension and 10 items on AI ethical dimension. The results of the EFA are shown in Table 5. 
Assumption checks for the final four-factor model resulted in a significant Bartlett’s test of 



Sphericity χ2 = 2375, df = 528, p < .001, showing a viable correlation matrix that deviated 
significantly from an identity matrix. The Kaiser-Meyer-Olkin Measure of Sampling Adequacy 
(KMO MSA) overall was 0.835, indicating amply sufficient sampling. During the confirmatory 
factor analysis (CFA) the model with the 40 items loaded on the four factor as described, emerged 
as acceptable with a CFI = 0.959, TLI = 0.950, RMSEA = 0.041, SRMR = 0.05 (Table 6). 

Table 5 

Results of exploratory factor analysis. 

  Factor Loadings 

  

Knowledge-related dimension 
Operational 
dimension 

Critical dimension Ethical dimension 

KW1 0,782    
KW2 0,680    
KW3 0,809    
KW4 0,876    
KW5 0,571    
KW6 0,857    
KW7 0,738    
KW8 0,740    
OP1  0,665   
OP2  0,713   
OP3  0,608   
OP4  0,759   
OP5  0,824   
OP6  0,663   
OP7  0,668   
OP8  0,679   
OP9  0,804   
OP10  0,671   
OP11  0,752   
OP12  0,759   
CR1   0,748  
CR2   0,824  
CR3   0,713  
CR4   0,617  
CR5   0,680  
CR6   0,729  
CR7   0,607  
CR8   0,678  
CR9   0,857  
CR10   0,729  
ET1    0,566 
ET2    0,547 
ET3    0,720 
ET4    0,681 
ET5    0,621 
ET6    0,790 
ET7    0,763 
ET8    0,836 
ET9    0,824 
ET10    0,789 

Note: Absolute values less than 0.5 were suppressed. 



Table 6  

Model Fit Statistics 

 

 
RMSEA 90% CI 

 

CFI TLI SRMR RMSEA Inferior Superior 
  

0.959 

 

0.950 

 

0.0538 

 

0.0411 

 

0.0211 

 

0.0573 

   

Note. The four-factor model is the theoretical model. CFI = comparative fit index; TLI = Tucker-Lewis index; RMSEA 
= root mean square error of approximation; SRMR = standardised root mean square residual. TLI, CFI greater than .900 
and RMSEA values less than .050 suggest adequate model fit. 

 

4. Discussion 

This study presents the development and validation of a 40-item assessment scale to provide 
academics with an instrument for evaluating users’ critical skills in using AI and its fundamental 
constructs (i.e., knowledge-related, operational, critical, and ethical). Through the creation and 
validation of a new AI literacy scale, it sought to advance our understanding of AI literacy. The 
proposed approach is rooted on the Calvani et al. [45] notion of digital literacy, which provided 
the conceptual ground for the Cuomo et al. [10] AI Literacy framework. We carried out a scoping 
assessment using DeVellis' recommendations to find suitable items (n=118) related to AI literacy, 
had the item pools updated by the experts (n=60), and then used EFA and CFA to show the 
questionnaire's reliability (α= 0.95, AVE= 0.53).  
The theoretical model, based on four separate constructs as suggested by the adopted framework 
[10], resulted the most suitable conceptualization model for AI literacy, according to the findings 
of the factor analysis. The other analyses, such as CR (0,94), also suggested good constructs ’ 
validity. When putting the questionnaire to use in practice, there are a few things noteworthy. 
The first is that the instrument as a whole is more trustworthy than the constructs alone. The 
instrument's score was higher than 0.95, even though all four constructs showed reliability 
coefficients of greater than 0.70. Therefore, rather than using the separate constructs, it is advised 
to use the instrument as a whole, corresponding to the multidimensionality of AI literacy. 
Furthermore, we intend to advance and promote future research in this field by defining the AI 
literacy domain and offering useful measurement tools, by conceptualizing AI literacy and 
creating appropriate methods for evaluating it. This way designers will be better able to portray 
realistic user models and, subsequently, constructs able to explain AI systems based on these 
models.  
In the landscape of questionnaires aimed at evaluating AI literacy, the novelty and strength of our 
questionnaire relies on its comprehensive approach to the multidimensional nature of AI literacy. 
While existing scales [13,14,15], primarily target specific or isolated aspects of AI such as emotive 
or collaborative dimensions or were developed for evaluating AI literacy after a course [7,12], 
our questionnaire rigorously acknowledges and assesses the intrinsic complexity of AI literacy, 
by embracing a multifaceted perspective and providing a more nuanced, holistic understanding 
of individuals' comprehension, attitudes, and engagement with AI. This innovative focus not only 
fills a critical gap in the existing literature but also offers new pathways for educators, 
policymakers, and researchers to cultivate a more profound and integrative AI literacy across 
various sectors and populations. 
 



5. Limitations 

It is important to emphasize that these conclusions cannot be applied uniformly given the 
characteristics of the sample (i.e.., a convenience sample, therefore neither probabilistic nor 
representative of the reference population). Furthermore, the sample was primarily drawn from 
higher education. Representatives from other subpopulations, like secondary education, may 
have slightly different perspectives on various aspects of AI literacy. Therefore, future studies 
should examine the extent to which the item set is applicable to other fields. Furthermore, to 
better understand the subject and promote the creation of conditions that are suitable for the 
implementation of successful educational AI literacy paths, additional research in this field is 
required. 

 

6. Conclusion 

In conclusion, this study underscores the importance and urgency of AI literacy measurement 
tools. In an era where AI is ubiquitous and integral to many aspects of our lives, the need for AI 
literacy is no longer a prospective necessity, but a present one.  By recognizing the multiplicity of 
definitions and obstacles in the development of AI literacy, we developed an assessment tool 
based on a multidimensional framework [10]. Grounded in the concept of digital literacy [45] and 
embracing various aspects of AI literacy including knowledge, skills, attitudes, and behaviors, this 
tool has been thoroughly validated, showing high reliability and construct validity. Our research 
contributes to the ongoing academic discourse by proposing a theoretically and empirically 
sound instrument for assessing AI literacy. We acknowledge that given the diverse definitions 
and applications of AI literacy, the tool we've developed is by no means definitive, but instead 
offers a robust starting point for educators, researchers, and policymakers.  
Future research must continue refining the conceptualization and measurement of AI literacy and 
explore how this literacy impacts students' ability to engage with AI and the broader effects this 
engagement has on society. The journey to widespread AI literacy is undoubtedly a complex one, 
but it is a journey we must undertake with vigor and commitment if we are to equip the next 
generation with the tools they need to navigate a world increasingly mediated by AI. 
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