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Abstract

In recent years, the advent of Large Language Models (LLMs), which are task-agnostic models trained on huge amounts of textual data, has given momentum to a wide variety of NLP applications, ranging from chatbots to sentiment classifiers. Currently, many LLMs are publicly available, each with different features and performance, and the selection of the best LLM for a specific task may be challenging. In this work, we focus on the task of emotion recognition in Italian social media content and we present an experimental comparison among three of the most popular LLMs: Google Bidirectional Encoder Representations from Transformers (BERT), OpenAI Generative Pre-trained Transformer 3 (GPT-3) and GPT-3.5. Model specialization in emotion recognition has been achieved by using two different approaches, namely fine-tuning and prompt engineering with few-shot task transfer. The experimentation has been performed on TwIT, a corpus of about 3100 Italian tweets annotated with respect to six emotions. The results show that fine-tuning GPT-3 leads to the best performance on the considered dataset, achieving a remarkable $F_1=0.90$.
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1. Introduction

The advent of social networks has made available huge amounts of user-generated content, whose analysis could give valuable insights into people’s feelings and opinions. For this reason, several techniques for the semantic analysis of natural language have been developed. Among others, emotion recognition algorithms have been proposed to analyze emotions expressed in texts. Such algorithms are usually developed through a supervised learning approach and hence, given the complex nature of textual data, require to be trained on enormous manually-annotated datasets, whose creation is costly and time-consuming. A first attempt to overcome this limitation is represented by the techniques for the automatic creation of annotated datasets by exploiting noisy indicators, such as emojis [1] or facial expressions [2]. Anyway, a more promising approach has been proposed in recent years thanks to the popularity gained by attention-based neural networks [3] [4] such as Transformers. These architectures mitigate...
some of the challenges associated with Recurrent Neural Networks (RNNs) [5] and Long Short-term Memory (LSTM) networks [6] and led to the development of Large Language Models (LLMs). LLMs are massive Transformer-based neural networks that have been trained on huge amounts of data and offer unprecedented performance in a large variety of NLP activities. LLMs are usually general-purpose models and hence they are not specialized in a single task. In order to improve their performance on a complex task such as emotion recognition, a fine-tuning phase is usually needed. Such task consists of a small training on an emotionally annotated dataset, with the aim of correctly defining the eligible responses (i.e., the chosen classes) and showing the network some samples related to the chosen domain. Nevertheless, even if some works (e.g., [7]) have shown that fine-tuning an LLM on a small dataset is often sufficient to obtain good results in terms of classification accuracy, the customization of LLMs remains costly as it is usually performed through paid API calls. For this reason, in the present work we also investigate the effect of prompt engineering on LLMs. Prompt engineering is the name given to the process of determining the best sentence (also known as prompt) to ask LLMs in order to obtain the best possible response\(^1\). In particular, LLMs demonstrated to give good results performing unknown tasks when a detailed description of the task in natural language and a few shot examples are included in the prompt. Such an approach has been investigated by Brown et al. [8], which found that model performance increased on several benchmarks, demonstrating that a task-agnostic LLM can be turned into a task-specific model through few-shot task transfer. Although LLMs have been widely tested on English corpora, limited experimentation has been conducted on other languages. For this reason, we focus on emotion recognition in Italian texts and, in particular, in Twitter data, since they are usually difficult to classify.

The contributions of the present work are two-fold:

- the experimental evaluation of three publicly-available LLMs on the emotion recognition task, in particular for Italian social media content. LLMs have been selected based on their popularity and the chosen models are: Google Bidirectional Encoder Representations from Transformers (BERT) [9], OpenAI Generative Pre-trained Transformers 3 (GPT-3) [8] and OpenAI GPT-3.5;
- the comparison between two different techniques, namely a traditional fine-tuning and a few-shot task transfer through prompt engineering.

The rest of the paper is structured as follows: the next section presents some relevant related work on emotion recognition. The description of the techniques used for fine-tuning and prompt engineering is proposed in Section 3, while Section 4 reports the results of the experimental evaluation of the models on a real-world dataset of Italian tweets. Finally, Section 5 draws conclusions and discusses future work.

## 2. Related work

In recent literature, much research effort has focused on the task of emotion recognition, applying it to different data types: audio [10], images [11], videos [12], and texts [13]. With respect to the latter, the majority of works on emotion recognition are limited to the English

\(^1\)https://itnext.io/prompt-engineering-the-magical-world-of-large-language-models-dde7d8d043ee
language [14] [15]. The main differences among such works are on the adopted emotional framework and the architecture of the proposed classifier. For what concerns the emotional frameworks, the most widespread are Ekman’s theory of six archetypal emotions [16] and Plutchik’s wheel of emotions [17]. With regard to the classification algorithm, researchers were mainly focused on word embeddings (e.g., Word2Vec [18]) until the advent of Transformer-based architectures. Such architectures have shown unprecedented performance and have rapidly replaced older approaches. In the last five years, a large number of Large Language Models based on Transformers have been released: among others, OpenAI GPT-3 [8] and Google BERT [19] have gained much popularity among researchers and practitioners. Despite the great availability of models for the English language (e.g., [20]), only a few resources for emotion recognition are available for other languages, including Italian. To the best of our knowledge, the two most recent LLM-based approaches for emotion recognition in Italian texts are [21] and [22]. In particular, in the first work the authors propose AlBERTo, which is a BERT-based LLM for the Italian language which has been created by fine-tuning BERT-Base on a large dataset of Italian tweets. Such work is similar to [22], where authors use emojis as noisy indicators to build an annotated dataset for fine-tuning BERT. For what concerns the experimental comparisons of LLMs for emotion recognition, in particular for the Italian language, to the best of our knowledge no relevant works have been published in the literature prior to the writing of this paper.

3. Methodology

The proposed methodology aims to evaluate the differences both between different LLMs and different task transfer techniques, in order to empirically determine the approach that may lead to the best performance in emotion recognition of Italian texts. The comparison between LLMs has been performed using the same task transfer technique, namely fine-tuning; the considered models are Google BERT and OpenAI GPT-3. For what concerns the comparison between different task transfer techniques, i.e. fine-tuning and few-shot task transfer through prompt engineering, the same version of the LLM could not be used due to API limitations in newer GPT versions. For this reason, the comparison has been made between the fine-tuned version of GPT-3 and the prompt-engineered version of GPT-3.5.

3.1. Fine-tuning

In this subsection we describe the approaches used to fine-tune the two considered LLMs. The selected BERT-based model for emotion recognition of Italian tweets, i.e. EmotionAlBERTo, is the result of fine tuning an Italian version of Google BERT, namely AIBERTo [21], which, in turn, has been created by fine-tuning BERT-Base on a dataset of about 200 million Italian tweets named TWITA [23]. Such a LLM has been developed without using the "next following sentence" technique, thus making it unsuitable for tasks like question answering but perfectly appropriate for emotion recognition. In order to fine-tune AlBERTo, we followed the approach presented in [22]. In particular, we added a final classification stage to AIBERTo and then we fine-tuned the entire network on the TwIT dataset. The entire architecture is depicted in Figure 1: the text is fed into AIBERTo, which generates a convenient sentence representation, and it is
then classified through a classification stage consisting of a fully connected layer and a softmax layer with 6 neurons (i.e., one for each considered emotion).

![Diagram of a neural network](image.png)

**Figure 1:** The architecture used for fine-tuning BERT [22].

For what concerns GPT-3, the fine-tuning has been performed through the OpenAI APIs\(^2\). Such APIs require training data to be formatted in the JSON lines (JSONL) format, which is equivalent to JSON format but implemented using newline characters to separate JSON values. The training dataset must be converted so that each line is a *prompt-completion* pair where, in the case of emotion recognition, *prompt* corresponds to the sentence to be classified and the *completion* is the related emotion. The fine-tuned model is stored on the cloud of OpenAI and it is not downloadable: it can only be accessed through specific API calls in which it has to be explicitly selected as the current model. This aspect represents a potential limitation since the API calls, that are required for both training and inference, are paid and their cost depends on the number of analyzed tokens.

### 3.2. Prompt engineering

Few-shot task transfer through prompt engineering can be performed by defining an optimal initial prompt for the LLM, which may take into account both contextual information and training data. Regarding contextual information, it has been demonstrated that giving detailed

\(^2\)https://platform.openai.com/docs/guides/fine-tuning
instructions about the task to be performed and the semantics of each considered class improves the model’s ability to discriminate between emotions. For this reason, we started our prompts with an accurate description of the task and a description of each considered emotion. Subsequently, we add some sentence-class example pairs extracted from the dataset.

After several attempts (see 4.1), we found the following text to be the best initial prompt for GPT-3.5:

- **ITA:** "Sei uno sociologo esperto nell’analisi delle emozioni espresse sui social network, che classifica le emozioni nel testo secondo questo schema: 1) felicità: Sentimenti di piacere, contentezza, soddisfazione, o anche attrazione e desiderio. Può includere risposte a complimenti o manifestazioni di affetto. 2) fiducia: Sentimenti di sicurezza, affidabilità o apprezzamento verso gli altri. Può comprendere la fiducia in se stessi, negli altri o nelle situazioni. Può anche includere sentimenti di rispetto o ammirazione per qualcuno o qualcosa. 3) tristezza: Sentimenti di dolore, malinconia o dispiacere. Può comprendere la delusione, il dispiacere per una perdita o un fallimento, o la sensazione di mancanza o vuoto. 4) rabbia: Sentimenti di frustrazione, irritazione o ira. Può includere reazioni a ingiustizie, insoddisfazioni o comportamenti negativi da parte degli altri. 5) paura: Sentimenti di preoccupazione, ansia o paura. Può comprendere la paura di eventi futuri, l’ansia per situazioni attuali o preoccupazioni in generale. 6) disgusto: Sentimenti di avversione, repulsione o disprezzo. Include sentimenti verso comportamenti immorali, cibi o odori sgradevoli, o qualsiasi altra cosa che provoca una forte avversione. Nel contesto considera gli indizi lessicali, l’uso di simboli, di emoji, dell’ironia. Rispondi scegliendo soltanto una tra le seguenti emozioni: felicità, fiducia, tristezza, rabbia, paura, disgusto. [...]"

- **ENG:** "You are a sociologist expert in the analysis of emotions expressed on social networks, which classifies the emotions in the text according to this scheme: 1) happiness: Feelings of pleasure, contentment, satisfaction, or even attraction and desire. It may include responses to compliments or displays of affection. 2) trust: Feelings of security, trustworthiness or appreciation towards others. It can include trust in oneself, in others or in situations. It can also include feelings of respect or admiration for someone or something. 3) sadness: Feelings of pain, melancholy or sorrow. It can include disappointment, sorrow over a loss or failure, or feelings of lack or emptiness. 4) anger: Feelings of frustration, irritation or anger. It can include reactions to injustice, dissatisfaction or negative behavior from others. 5) fear: Feelings of worry, anxiety or fear. It may include fear of future events, anxiety about current situations, or worries in general. 6) disgust: Feelings of aversion, repulsion or contempt. Includes feelings about immoral behavior, unpleasant foods or smells, or anything else that causes a strong dislike. In context, consider lexical clues, the use of symbols, emojis, irony. Answer by choosing only one of the following emotions: happiness, trust, sadness, anger, fear, disgust. [...]"

For the sake of room, we have omitted the part of the text where the example sentences were provided.
4. Experiments

In this section, we discuss the result of an experimentation aimed at determining the best LLM and the best specialization technique for emotion recognition in Italian texts.

4.1. Experimental setup

The LLMs have been evaluated on the TwIT dataset [22], which is a dataset of 3108 Italian tweets labeled with regard to six emotions: happiness, trust, sadness, anger, fear, and disgust. The dataset is available at the following URL: https://github.com/a-mircoli/twit. The chosen emotions are consistent with those found in other datasets (e.g., MultiEmotionsIT [24]) and are considered basic, universal emotions, with the exception of trust, which has been added since it is quite common in social media texts. The class distribution is shown in Figure 2; it can be noticed that the dataset is quite balanced, with a maximum difference of 70 samples between the majority and the minority class.

![Figure 2: Class distribution of the TwIT dataset.](image)

We tested the following LLMs:

- **BERT**: we considered EmotionAlBERTo, which is the fine-tuned version of AlBERTo, and we used the network hyperparameters shown in Table 1, since they provided the best results in a previous experimentation on the same dataset, as discussed in [22].
- **GPT-3**: we fine-tuned both the *davinci* model, which is the largest and costly GPT-3 model, and the *curie* model, which is smaller but faster than *davinci*. In the following, we only report the results of *davinci*, since it achieved slightly better results on the considered dataset.
- **GPT-3.5**: we performed few-shot task transfer through prompt engineering. In particular, we measured the performance of 20 different prompts, in which we varied the number of given examples and the context description, in order to find the best prompt. The results presented in the following subsection are related to the latter. We worked on the version
available in June 2023. It has to be noticed that this model receives frequent updates that may alter its performance and hence impact on the reproducibility of the obtained results.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>learning_rate</td>
<td>2e-5</td>
</tr>
<tr>
<td>train_batch_size</td>
<td>512</td>
</tr>
<tr>
<td>eval_batch_size</td>
<td>512</td>
</tr>
<tr>
<td>max_seq_length</td>
<td>128</td>
</tr>
<tr>
<td>num_training_epochs</td>
<td>10</td>
</tr>
</tbody>
</table>

We evaluated the model by means of three metrics: precision, recall and F\textsubscript{1} score. Let \( x_{ij} \) be the number of data belonging to \( j \)-th class which have been classified as \( i \)-th class and let \( C \) be the number of classes. Precision and recall of \( i \)-th class are determined as follows:

\[
\text{precision}_i = \frac{x_{ii}}{\sum_{j=1}^{C} x_{ij}}
\]  

\[
\text{recall}_i = \frac{x_{ii}}{\sum_{j=1}^{C} x_{ji}}
\]

\[
F_{1i} = 2 \cdot \frac{\text{precision}_i \cdot \text{recall}_i}{\text{precision}_i + \text{recall}_i}
\]

Therefore, the F\textsubscript{1} score achieved by a classification model is defined as the average of \( F_{1i} \):

\[
F_1 = \frac{1}{C} \sum_{i=1}^{C} F_{1i}
\]

4.2. Results

The results of the experiments are shown in Table 2. It can be noticed that, even if the difference between the fine-tuned LLMs is quite small (4%), GPT-3 achieves the best performance, with a remarkable \( F_1 \)=0.90. Conversely, the prompt-engineered version of GPT-3.5 achieves significantly lower results, settling on a \( F_1 \) score equals to 0.48. In particular, it can be seen that this model has great difficulties in classifying the trust emotion.

The confusion matrix for the best model is shown in Table 3. The confusion matrix highlights how the emotions sadness and anger are the most difficult to recognize, as they count respectively 14 and 13 misclassifications, while only 3 trust sentences are misclassified, leading to a very high precision (0.97) for the trust class. In general, the classification of the happiness and the trust classes seems to be easier for the model, as they have the highest values for precision and recall.
Table 2
Results of the experiments on the TwIT dataset. $F_1$ score and class-related precision and recall are reported for each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>$F_1$ score</th>
<th>Happiness precision</th>
<th>Happiness recall</th>
<th>Trust precision</th>
<th>Trust recall</th>
<th>Sadness precision</th>
<th>Sadness recall</th>
<th>Anger precision</th>
<th>Anger recall</th>
<th>Fear precision</th>
<th>Fear recall</th>
<th>Disgust precision</th>
<th>Disgust recall</th>
<th>Avg. precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.86</td>
<td>0.95</td>
<td>0.96</td>
<td>0.82</td>
<td>0.79</td>
<td>0.86</td>
<td>0.86</td>
<td>0.76</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPT (fine-tuning)</td>
<td>0.90</td>
<td>0.94</td>
<td>0.97</td>
<td>0.86</td>
<td>0.86</td>
<td>0.92</td>
<td>0.87</td>
<td>0.87</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPT (prompt eng.)</td>
<td>0.48</td>
<td>0.45</td>
<td>0.25</td>
<td>0.53</td>
<td>0.45</td>
<td>0.73</td>
<td>0.61</td>
<td>0.51</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3
Confusion matrix for the best classifier: GPT-3 (fine-tuning)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Happiness</td>
<td>96</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Pred. Trust</td>
<td>3</td>
<td>89</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pred. Sadness</td>
<td>2</td>
<td>0</td>
<td>78</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Pred. Anger</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>110</td>
<td>2</td>
</tr>
<tr>
<td>Pred. Fear</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>93</td>
</tr>
<tr>
<td>Pred. Disgust</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Recall</td>
<td>0.96</td>
<td>0.93</td>
<td>0.90</td>
<td>0.88</td>
<td>0.82</td>
</tr>
<tr>
<td>Precision</td>
<td>0.94</td>
<td>0.97</td>
<td>0.86</td>
<td>0.86</td>
<td>0.92</td>
</tr>
</tbody>
</table>

On the basis of the obtained results, it could be concluded that fine-tuning offers superior performance compared to prompt engineering, despite the fact that the latter was done on a newer and more performing version of GPT. In fact, it is possible to note that the fine-tuning causes the LLM to adapt very much to the concept of happiness, trust, etc. expressed in the training set, for which the classification is extremely better. However, it should be noted that the fine-tuning is done on TwIT, which is a dataset that was annotated based on the emojis present in the text, which were subsequently removed. This fact shouldn’t be overlooked as emojis provide hints on how to classify ambiguous sentences such as “Un’altra cena di 3 ore? Gna faccio” (ENG: Another 3-hour dinner? I can’t do it) which could be associated with various classes (e.g., sadness, fear, disgust) on the basis of the emojis added to the text. In this particular example, the emoji with the disgusted face (present when the sentence was collected and then removed after assigning the class to the sentence) adds a bias that GPT-3 is able to capture thanks to the fine-tuning done on the annotated dataset but GPT-3.5 does not, because the emoji was previously removed. Another example is represented by the sentence “Wtf? mi sento male” (ENG: Wtf? I feel bad), which changes meaning depending on whether it is coupled with a scared or smiling emoji.

5. Conclusion and future work

The goal of the work was the experimental comparison of three LLMs (i.e., Google BERT, OpenAI GPT-3 and GPT-3.5) on emotion recognition in Italian tweets. The LLMs were specialized on this
task following two different approaches, namely fine-tuning and prompt engineering with few-shot task transfer, in order to determine the best technique in terms of classification accuracy and training effort. The models were tested on TwIT, a corpus of 3100 Italian tweets labeled with respect to six emotions. The experimentation showed that fine-tuning GPT-3 leads to the best classification performance ($F_1 = 0.90$) and, in particular, is more capable of analyzing more complex and nuanced emotions like sadness and fear, suggesting that it is better able to capture semantic aspects of text. For what concerns the comparison between the two specialization approaches, fine-tuning produced significantly better results than prompt engineering ($F_1 = 0.48$). In future work, we plan to include in the experimentation some other popular LLMs, such as Google PaLM 2 and Meta LLaMA, in order to carry out a more complete comparison of the models on the market. We are also working on the creation of a larger manually-annotated dataset with the purpose of testing the models on a broader variety of topics. Finally, we are interested in delving into the emerging field of multilabel emotion recognition, where texts are labeled with multiple emotion classes, providing a more nuanced representation of emotions and considering the typical subtleties of human feelings.
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