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Abstract

Nowadays, cardiac magnetic resonance images face challenges in distinguishing between inflamed and non-inflamed tissues due to subtle color variations rather than clear density distinctions. Pixel values in these images vary based on individual subjects and the MRI equipment, making them inconsistent across different training datasets. Thus, detecting inflamed tissues in MRIs largely depends on the expertise of interpreting physicians, making it time-consuming and complicating the training of accurate classifiers. To address this issue, in this study, we propose a novel approach for myocardium segmentation on MRI images utilizing a two-stage neural network process coupled with mask refinement. The initial network outlines the myocardium, which is then fine-tuned by the second network for precise myocardium segmentation. A key enhancement involves mask post-processing via Gaussian blur, where the blur coefficient is automatically adjusted. Experimental outcomes demonstrated an increase in the Dice coefficient from 0.889 to 0.894 upon removing non-essential labels. Moreover, using a dual-model approach for myocardium localization and contour definition elevated the coefficient to 0.938. Employing the Gaussian blur during mask resizing culminated in an impressive average Dice coefficient of 0.955.
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1. Introduction

Segmenting ventricles in cardiac magnetic resonance imagery (MRI) using artificial intelligence (AI) systems and means has become pivotal in diagnosing a plethora of cardiac ailments, encompassing conditions like pulmonary hypertension, dysplasia, coronary heart disease, and cardiomyopathies. The MRIs that display myocardium, the right ventricle (RV), and the left ventricle (LV) pose significant challenges due to the heart’s intricate anatomy and motion. The myocardium’s segmentation is particularly taxing and time-consuming due to the following factors [1]: (i) unclear ventricular boundaries resulting from blood movement and the partial volume effect, (ii) wall irregularities within the ventricle that match the grey scale of adjacent tissues, and (iii) the right ventricle’s intricate crescent shape that fluctuates based on the MRI slice [2]. Presently, cardiologists manually undertake myocardium segmentation in medical facilities. This labor-intensive procedure demands approximately 10 to 15 minutes of a specialist’s time [2] and is susceptible to variations both between and within...
experts. As a result, the functional evaluation of the myocardium has often been deemed secondary to the LV and RV, leaving ample room for advancements in myocardium segmentation.

While many solutions to the myocardium segmentation issue have employed conventional methodologies [3-6], like traditional machine learning (ML), their performance, despite being commendable, has not attained the accuracy benchmark set by human experts (0.90 Dice score) [2]. Many of these strategies are tailored for specific datasets, necessitating substantial modifications for alternative data. Conversely, deep learning (DL) techniques [7-10] have equaled the efficacy of these traditional methods without requiring extensive alterations. Though they have not yet exceeded human precision, and in some instances might fall short of traditional methods, they exhibit superior generalizability across diverse datasets.

In this study, we propose a novel approach based on the use of the traditional myocardial segmentation method for preliminary localization of the image size to the original using Gaussian blurring and automatic selection of the blurring coefficient, which allows for improving the accuracy of segmentation. Our contribution aims to obtain more accurate results for processing cardiac MRI.

The paper’s structure is as follows: Section II offers a concise review of the myocardium segmentation literature, encompassing both traditional ML and DL techniques. In Section III, we elaborate on the localization and segmentation methods, dataset, and data processing techniques. Section IV showcases our comparative findings across different segmentation strategies. Finally, our conclusions and plans for future research are presented in Section V.

2. Related works

The body of work on myocardium is not as extensive as that on LV and RV segmentation [11]. Traditional methods used for myocardium segmentation encompass techniques like graph cuts, deformable models, level sets, and atlas-based strategies. Although these methods are primarily tailored to heart geometry, they provide valuable insights for effective myocardium segmentation. Notably, grid generation [4] and shape model-based techniques [5] are favored for RV segmentation. A recent method introduced in [12] employs a hybrid graph-based approach, aggregating per-slice segmentation results to achieve comprehensive cardiac segmentation. Nevertheless, our research advocates for a DL approach to myocardium segmentation, targeting enhanced adaptability and practicality.

The U-Net model [13] is among the most favored DL architectures for a wide range of biomedical segmentation tasks. The study in [14] delves into the applicability of U-Net for myocardium segmentation, utilizing a standard U-Net framework. Additionally, both [7] and [14] investigated the dilated variant of U-Net. Notably, the dilated U-Net reportedly surpasses the original U-Net’s performance [16], offering a broader field of view without an uptick in parameter count. The modified U-Net described in [8], which employs a single convolution layer in place of dual convolution layers at each level, aligns with the results presented in [14]. An approach rooted in the fully convolutional network (FCN) was introduced by [15], but it has a significant limitation, i.e., only high-level functions are considered in the decoder, while low-level functions are ignored. Ensembling DL models has been notably effective for resolving ambiguous cases. Majority and average voting emerge as the preferred ensembling methods. We also explore two-stage methodologies in the subsequent section.

In [17], a strategy was introduced that employs a cascaded convolutional neural network (CNN) [9] network for isolating the region-of-interest (ROI), followed by another CNN for fully automatic segmentation of the right ventricle in cardiac MRI. Similarly, in [18], the authors put forward a method combining CNN and stacked autoencoders to identify the ROI and subsequently outline the myocardium.

A growing concern within the scientific community revolves around the “black box” nature of AI algorithms, particularly in the realm of healthcare diagnostics. For instance, in our previous work [19], we emphasized the importance of trust and transparency in AI systems, noting that while AI can produce high results, it may not always meet the normative service expectations of professionals like doctors. The research also presents a human-in-the-loop approach, which, despite its promising results, has limitations related to the need for updated databases for MRI. Another work [20] delves into the integration of a quality control tool in the MRI segmentation pipeline. This tool aims to facilitate a human-in-the-loop framework for DL-based analysis, especially in cardiac segmentation. The research
underscores the importance of time and effort efficiency for human experts in a collaborative framework with AI.

A survey of the literature reveals a multitude of architectural choices within the DL realm tailored for myocardium segmentation. Several enhancements [21], ranging from network modifications, and post-processing techniques like the fully connected conditional random field, and cyclic learning rate scheduler training methods, to the amalgamation of diverse models, have the potential to elevate the performance of DL models in the myocardium segmentation.

It is worth discussing in more detail the works that use the same dataset that it used as based in this research. The approach [22] involved testing the U-Net and FCN architectures with various hyperparameters. They also experimented with the use of 2D and 3D convolutional layers and training with Dice loss function versus cross-entropy loss. The authors’ best-performing architecture was U-Net with 2D convolutional layers trained using cross-entropy loss. The Dice coefficient for myocardium segmentation was 0.901. Approach [23] implemented an ensemble of 2D and 3D U-Net architectures (with residual connections at the upsampling layers). In the 3D network, due to significant inter-slice gaps in input images, pooling, and upsampling operations are performed only in the short-axis plane. Additionally, due to memory constraints, the 3D network has fewer feature maps. Both networks were trained with the Dice loss function. The Dice coefficient for myocardium segmentation was 0.919. Approach [24] implemented the "M-Net" architecture, where the main difference from U-Net is that the feature maps of the decoding layers are concatenated with the same layers. The corresponding network was trained with a weighted cross-entropy loss function. The Dice coefficient for myocardium segmentation was 0.895.

Overall, in cardiac MRI, which leverages the principles of nuclear magnetic resonance, discerning between inflamed and non-inflamed soft tissues presents inherent challenges. This complexity stems from the subtle variations in image appearance: inflamed tissue typically appears darker than its non-inflamed counterpart. However, these differences are always not vivid. Rather than offering precise indications of tissue density, MRI images primarily manifest varying shades of darkness or lightness. Compounding this issue, the exact pixel values within these images are contingent upon both the individual subjects and the specific MRI machines used, rendering them inconsistent across diverse image datasets. Such datasets are crucial for training neural networks or machine learning methods. As a result, the expertise of medical professionals becomes paramount in interpreting these images, posing a significant obstacle to the effective training of classifiers for identifying inflamed soft tissues.

3. Methodology of research

3.1. Method of myocardium segmentation

To overcome the issue formalized in the previous section, specifically to enhance the quality of myocardial inflammation recognition using DL, it is crucial to accurately segment the ROI (in our case, the myocardium segment). The approach proposed by the authors is dedicated to achieving the most precise segmentation of the myocardial region in MRI images.

The approach consists of the sequential use of two DL models: for localization and segmentation. The first model is responsible for the localization of the area where the myocardium is located. The result of the method is a mask with one segment that localizes the area where the myocardium and the left ventricle are located. After a segment of the myocardial region is found, the image is cropped to include only the myocardium with a small frame. The second DL model is responsible for a more accurate search for a segment of the myocardium without a left ventricle. Accordingly, the result of her work is a mask with a marked segment of the myocardium. Since all images are scaled to the same size before training and testing the models, the final step is to resize the mask to match the original size of the input image.

The main steps of the approach are described below.

1. **Step 1: Localization.**

The first step is responsible for the localization of the image area where the myocardium is located. A DL model for localization uses randomly generated 80/20 training and testing datasets respectively. The fastai library [25] is used for training using a pre-trained network based on the ResNet architecture [26]. It is a popular residual neural network used for object classification and detection.
In this work, we used the ResNet-34 version, which had 34 layers (convolutional, pooling, and fully connected layers).

Before starting training, all images are reduced to a single size with the same number of channels. Experimentally, it is determined that the best results for this step are obtained for an image size of 250x250 pixels.

The training process is described below. First, the optimal learning rate is determined, and then the model is trained at high speed for 10 epochs, after which all model weights are unfrozen. After defrosting, the learning rate is determined again, and another 10 learning epochs are performed with changed values. This approach to training helps to increase the accuracy of the model. Using the predicted mask, images are cropped with a change in the aspect ratio to square and centered according to the found mask. Additionally, it is added a small frame, 15% of the size of the mask.

2. Step 2: Segmentation.

The second step is responsible for predicting the segment of the myocardium. The DL segmentation model uses three datasets – to train the segmentation model, to train a linear regression model (to predict the value of the standard deviation for the Gaussian blur method [27] based on the width of the image), and a set to validate the segmentation model. These sets are randomly generated in a 60/20/20 ratio.

Same as with training a localization model, the images are scaled to the same size. The size of images for training is determined experimentally. The model trained with the image size 60x60 showed the best statistical results.

The process of training a segmentation model is similar to training a localization model and includes determining the optimal learning rate, high-speed learning, unfreezing the model weights, re-determining the learning rate, and training with changed values.

Since the model is trained and uses resizing images, in step 2 it is necessary to return the image to its original size. However, resizing usually results in loss of detail and the appearance of unwanted artifacts, which in turn affects the final evaluation of the result.

To solve the described problem, the use of blurring techniques is proposed, aimed at smoothing transitions between pixels and creating a more natural and smooth effect when resizing images. Commonly used blurring methods include Gaussian blur, Box Blur, Median Filter, Bilateral Filter, Mean Shift Filter, and Laplacian of Gaussian Filter.

Box Blur is a simple method that uses the average pixel values in a local area. While this method is computationally efficient, it results in less natural blurring and can lead to loss of details in the image. Median Filter replaces each pixel value with the median value in its neighborhood, helping remove impulse noise but not always providing a smooth transition between different areas. Bilateral Filter considers pixel intensity and spatial proximity, preserving edges, but it can be computationally expensive. Mean Shift Filter shifts each pixel towards the mode of pixel distribution in its local area, ensuring smooth transitions between different parts of the image. Laplacian of Gaussian Filter applies Gaussian blur and then detects edges in the image.

Compared to other methods, Gaussian blur stands out for its optimal balance between result quality and computational complexity. It provides effective image blurring while preserving natural transitions and details. Although other methods may have their advantages in specific scenarios, Gaussian blur remains one of the most versatile and efficient approaches in image processing tasks. Therefore, this method is recommended for use. The following formalism is proposed:

\[
G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}} ,
\]

where \(G(x, y)\) – the value of the Gaussian filter at a point \((x, y)\), \(\sigma\) – standard deviation, which determines the degree of blurring, \((x, y)\) – coordinates of a pixel in the image.

It is worth noting that \(\sigma\) is a Gaussian blur parameter that affects the degree of blurring. The choice of \(\sigma\) is important to achieve the best resizing results. Linear regression was used to automatically select an acceptable value. For the prepared dataset, the model was trained as follows. The myocardial mask is defined, and the size of the mask is increased to the original one with \(\sigma\) values from 0 to 1 in steps of 0.1. The size of the image and the best \(\sigma\) value for it are used to train the model. The width of the image is used as an input parameter for the regression model, and the value of \(\sigma\) is used as the output parameter. The trained model can predict the optimal value of \(\sigma\) for any new image size. This approach allows to
automate the selection of the $\sigma$ parameter for Gaussian blur when resizing the image, which helps preserve the quality and details of the mask and helps improve the final results.

The final step is to map the mask to the input, non-localized image.

The general scheme of the approach is shown in Fig. 1.

Figure 1: The general scheme of the approach.

3.2. Evaluation of the quality of the obtained results

To validate the proposed approach, namely, to evaluate the similarity between two segmentation masks, it is proposed to use the Dice coefficient [28]. It is a statistical measure that checks the similarity of two sets. It is often used to compare segmentation results with predicted and true masks. It is defined as follows:

$$Dice = \frac{2 \times |A \cap B|}{|A| + |B|},$$

where $A$ – the set of pixels that belong to the predicted segmentation, $B$ – the set of pixels that belongs to the true segmentation, $|A|$ – the number of elements in the set $A$, $|B|$ – the number of elements in the set $B$, $|A \cap B|$ – the number of elements that belong to the set $A$, and the set $B$ (this is the area of overlap between the predicted and true masks).

The Dice coefficient can take values from 0 to 1, so the results were interpreted as follows:

- $Dice$ coefficient = 0.0: indicates no shared pixels between segments, which means no similarity between predicted and true segmentation.
- $Dice$ coefficient = 1.0: indicates full identity between segments, meaning perfect agreement between predicted and true segmentation.

Using the Dice coefficient allows objective assessment of the segmentation accuracy, so, to determine how accurately the segmentation results correspond to the true masks.

3.3. Dataset

A modified ACDC dataset [29] was used to train and test the proposed DL models. The set consists of 150 patients and contains five groups: 30 healthy patients; 30 patients with a previous myocardial infarction; 30 patients with dilated cardiomyopathy; 30 patients with hypertrophic cardiomyopathy; 30 patients with an anomaly of the right ventricle.
Data about each patient includes physical parameters, a set of images, and true masks (ground truth label) at different stages of the cardiac cycle. True masks contain marked segments for the myocardium, left and right ventricles. To solve the given problem, two new datasets with certain modifications were created based on the original dataset.

The first dataset is used to train and test the localization model. Only the masks are modified in this dataset. The right ventricular mask was removed and the myocardial and left ventricular masks were combined. These modifications are illustrated in Fig. 2.

The second dataset is used to train the segmentation model. Three modifications were applied to this dataset:
1. Removed masks of segments of the right and left ventricles.
2. Improved the contours of the masks denoting the segment of the myocardium.
3. The dataset is filtered by several criteria.

Below, we will consider and illustrate the applied modifications.

### 3.3.1. Removing masks of segments of the right and left ventricles

Left and right ventricular segment masks are not used during training, so this information is redundant. This modification is aimed at reducing information noise, which has a positive effect on the quality of education. Also important is that reducing the classes for training improves the learning speed and performance of the model. Fig. 3 shows the appearance of the original mask and the modified mask with only the myocardial segment.
3.3.2. Improving the contours of the masks denoting the segment of the myocardium

During the training and testing of the models using the original dataset, it was found that some masks have minor inaccuracies. Even a small difference during training and testing can significantly affect the evaluation of the result. These inaccuracies can be either an accidentally marked part of the image or a missed part of the myocardium.

For example, in Fig. 4, it can be seen that an extra area was detected in the upper part of the left ventricle, which was marked as part of the myocardium in the original dataset (A). However, in the edited set, this area was removed. Also, in the right part of the myocardium, an area was found, on which part of the muscle tissue was not indicated in the original dataset, but in the updated set this area was marked (B).

![Figure 4: Presentation of (a) original mask and (b) modified mask: A – removed part of the mask, B – added part of the mask. Part (c) shows the difference between the original and predicted masks.](image)

To validate the updated set of images, we developed a tool with an interface shown in Fig. 5.

![Figure 5: A tool for validating the updated masks.](image)

The developed application lets users analyze images and masks in their original size or localized area, adjust the contrast and brightness to facilitate the analysis of darkened or lightened areas of the image, adjust the transparency of the masks to accurately determine the overlap, and view information about patients and their diagnoses. Users can choose one of four image evaluation options: better mask
A, better mask B, same good, or same bad. Using the application, the practicing cardiologist formed the final dataset.

### 3.3.3. Filtrating by several criteria

Some images have poor resolution or poor quality in general, which negatively affects the performance of the model. In addition, the original dataset is not focused only on the myocardium, so some images that, for example, made sense with right ventricular segments, may not have any value in the study of the myocardium. The dataset was filtered according to the following criteria:

- The myocardium is partially or completely not visualized.
  
In some images, the segment of the myocardium is not visualized or is partially visualized. This is mostly because the cut was performed incorrectly, for example, at the moment of opening the mitral or tricuspid valve. If the myocardium in the image is not visualized clearly enough, this can lead to insufficient or even wrong information for training the model. For example, in Fig. 6, you can see that the lower part of the myocardium is poorly visualized, but it is marked on the mask.

![Figure 6: The myocardium is partially visualized in (a) the original image and (b) the image with the segmented myocardium.](image)

Such masks can cause teaching the network to supplement the mask for such cases. This can lead to false segmentations, so it is better to remove such images from the training dataset.

- The myocardial segment is too small.
  
The original dataset contains images with the myocardial segment starting from 9×9 pixels. This size is not enough to provide quality training. Usually, the reason for such cases is that the picture was taken at a certain period of the cardio cycle when the myocardium is maximally shortened. Such images stand out from the general dataset, and this leads to confusion of the model. In such cases, there is the loss of details and the difficulty of determining features and characteristics for model training. For the final dataset, it was used images with the size of the myocardial segment exceeding 30×30 pixels.

- The left ventricle is partially or completely not visualized.
  
In some images, the segment of the left ventricle is not visualized or visualized partially. This is mostly because the cut was made closer to the top of the heart, so the walls look thicker, and the cavity of the left ventricle is not visualized. It can also be affected by certain pathologies, for example, hypertrophic cardiomyopathy.

The presence of such images in the training dataset leads to incorrect training of the model. This has been noticed that it causes mistakes in the recognition of myocardium in cases with cardiomyopathy, trabecularity, or spongy myocardium. At the same time, the number of such images in the original dataset is too small for training correct segmentation. The same criterion includes images that do not show the contours of the left ventricle clearly enough.

- Image with insufficient or excessive brightness level.
Some images or their areas are darkened or too bright. Images that are too dark or too bright can affect the quality of model training. Areas with an insufficient or excessive level of brightness lead to the loss of important details and, as a result, negatively affect the quality of learning.

As a result of the conducted filtration, 734 images were removed. The number of patients and their groups corresponds to the original dataset, as only specific images for each patient were removed according to the criteria described above. Therefore, the generated dataset contains 2169 images of 150 patients, which can be divided into 5 groups of 30.

The modifications made to the original dataset resulted in a significant improvement in the quality and efficiency of the myocardial segmentation model. Removing the masks of the right and left ventricles, improving the contours of the myocardial masks, and filtering images based on a set of criteria contributed to reducing informational noise and increasing segmentation accuracy.

### 3.4. Image size adjustment and data augmentation

Correct presentation of input images is important for successful training of neural network models. The more accurately the training sample approximates the general set of images (that will be input to the system), the higher the maximum achievable quality of the result will be. For the neural network architecture used in the research and the problem under consideration, it is important to investigate the effect of data augmentation and the effect of the size of the input image on the result.

For a neural network with the ResNet architecture, it is important that all images are the same size and have the same number of channels. Therefore, before training (and subsequently before identification), the images are reduced to a single size. The choice of size is an important step, as it directly affects the learning results. Too small a size may cause excessive loss of detail when resizing large images, which is obviously unacceptable in medical image analysis. However, this will significantly speed up the training time of the model and the overall performance of the model. On the contrary, if the images are too large, it will negatively affect the speed of the model, and when stretching small images, it may cause artifacts to appear.

The research conducted an experiment to determine the optimal value for image size. The average Dice coefficient value, calculated based on 10 runs of model training and testing using different image sizes, was used to determine the optimal value.

For the localization stage, the experiment was conducted using images ranging from 100 to 325 pixels in size. The experiment results are shown in Fig. 7. As evident from the graph, smaller-sized images exhibited poorer results, and as the image size increased, the model's efficiency improved. This is because significant compression of image size leads to the loss of image details. However, after increasing the size beyond 250 pixels, a decrease in model efficiency was observed. This happened because most images were significantly stretched to fit this size, causing excessive deformation.

![Figure 7: Dependence of results on input image size for the localization stage.](image-url)
For the segmentation stage, a similar experiment was conducted where images ranging from 30 to 100 pixels were analyzed. The experiment results are depicted in Fig. 8. Similar to the previous plot, a gradual increase in the Dice coefficient can be observed with the increase in image size, followed by a deterioration in results after a certain threshold. From the graph, it can be seen that the highest Dice coefficient value corresponds to the 60x60 size.

![Figure 8: Dependence of results on input image size for the segmentation stage.](image)

As can be seen from the graph, images of smaller size showed a worse result, and along with the increase in image size, the efficiency of the model increased as well. At the same time, after increasing the size by more than 60 pixels it appears a degradation of the model’s performance, which is caused because most of the images were significantly stretched to fit this size, so they were too deformed.

In addition, it was conducted an experiment with the introduction of data augmentation to improve the model’s effectiveness. Namely, it was added a change of brightness and contrast with a random value within a certain range. The results showed that by increasing the intensity of adding brightness and contrast, the quality of learning became worse (Fig. 9).

![Figure 9: Dependence of results on brightness and contrast change intensity.](image)

Due to the ineffectiveness of this approach, it was not included in the final model.
4. Results and discussion

To evaluate the capability of the approach, it was performed a series of tests using the arithmetic average value of the Dice coefficient calculated from 10 runs of training and testing the model. To ensure the objectivity of the results, the test and training datasets were formed randomly. This made it possible to avoid distortions due to random selection of data and ensure reproducibility of results. Several approaches were tested and compared, and the results are presented in Table 1.

Table 1
Comparison of results of different approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Avr Dice</th>
<th>Min Dice</th>
<th>Max Dice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without localization, using all mask labels</td>
<td>0.889</td>
<td>0.139</td>
<td>0.970</td>
</tr>
<tr>
<td>Without localization, using only myocardium mask labels</td>
<td>0.894</td>
<td>0.148</td>
<td>0.973</td>
</tr>
<tr>
<td>With localization, using a standardized size</td>
<td>0.938</td>
<td>0.824</td>
<td>0.982</td>
</tr>
<tr>
<td>With localization, using the original size</td>
<td>0.948</td>
<td>0.825</td>
<td>0.984</td>
</tr>
<tr>
<td>With localization, using the original size with Gaussian blur</td>
<td>0.955</td>
<td>0.828</td>
<td>0.986</td>
</tr>
</tbody>
</table>

The first experiment includes the use of the model without localization and using the original masks. The average Dice coefficient in this case was 0.889.

The second experiment tested the model without localization and using modified masks containing only the myocardial label. The average Dice coefficient was 0.894.

The next experiments were conducted on different images, specifically, with localization, using standardized size (Fig. 10(a), with localization, using the original size (Fig. 10(b), and with localization, using the original size with Gaussian blur (Fig. 10(c)).

In the third experiment (Fig. 10(a)), the model was tested using standardized-size images with an average Dice coefficient of 0.938. The model scored an accuracy of 0.948 on an instance image, shown in Fig. 10(a).

In the fourth experiment (Fig. 10(b), the model was tested with a resizing of the image to the original, which led to a decrease in the average result to 0.948. The model scored an accuracy of 0.940 on an example image, shown in Fig. 10(b).

The fifth (last) experiment (Fig. 10(c) involved resizing the image to its original size followed by Gaussian blurring. This led to an improvement in the results to the level of 0.955. The model scored an accuracy of 0.953 on an example image, illustrated in Fig. 10(c).

It should be noted that the proposed approach to segmentation of the myocardium on MRI images, which sequentially uses two neural networks, may lose its effectiveness when using images of poor quality.

Therefore, it also has its limitations and potential problems, especially when working with low-quality images:

- Partial visualization of the myocardium: If the myocardium is partially or completely not visualized in the image, then the model may form an incorrect mask because it is based on a certain difference between the myocardium and the surrounding tissues. This can lead to incorrect segmentation or to the absence of a myocardial segment in the image.
- Small size of the area where the myocardium is located: The area where the myocardium is located has a size of up to 30x30 pixels. This can make it difficult to accurately segment the myocardium, as noise or other structures may be highlighted.
- Insufficient visualization of the left ventricle: If the left ventricle is partially or completely not visualized in the image, then the model may mistakenly mark areas that do not belong to the myocardium.
- Lack of brightness or overbrightness: Images with a lack of brightness or overbrightness may cause the method to have issues correctly segmenting the myocardium.
- In cases where the patient has certain pathologies (for example, cardiomyopathy, trabecularity, or spongy myocardium), the quality of contour definition may drop slightly because the dataset does not contain enough of such cases for quality training.
As follows, the use of the proposed approach has its limitations and requires attention to the selection of input data, especially when working with images of low quality or obvious pathological conditions of the myocardium.

Comparing the proposed approach with other approaches using the original dataset, it can be seen that the results are at a similar level. The comparison of the results can be seen in Table 2.
Table 2
Comparison of results of existing approaches using original database.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Dice</th>
</tr>
</thead>
<tbody>
<tr>
<td>With localization, using a standardized size</td>
<td>0.905</td>
</tr>
<tr>
<td>With localization, using the original size with Gaussian blur</td>
<td>0.915</td>
</tr>
<tr>
<td>Baumgartner et al. [22]</td>
<td>0.901</td>
</tr>
<tr>
<td>Isensee et al. [23]</td>
<td>0.919</td>
</tr>
<tr>
<td>Jang et al. [24]</td>
<td>0.895</td>
</tr>
</tbody>
</table>

From the provided table, it can be seen that the proposed two-stage segmentation approach shows a slightly lower result (0.905) compared to the winner of the ACDC segmentation challenge Isensee et al. (0.919). Although the additional improvement in mask accuracy using the Gaussian method enhances the result by one percent (0.915), it is still lower than the best-described approaches. Therefore, while the approach to mask improvement using Gaussian blurring demonstrates increased myocardium segmentation efficiency, the two-stage segmentation method requires further refinement to enhance the final outcome. Meanwhile, the proposed approaches for dataset filtering and myocardium contour refinement with the assistance of a medical professional have shown significant improvement, leading to the model training accuracy of 0.955.

5. Conclusions and Future work

This study explores a strategy for myocardium segmentation in MRI images, utilizing a two-step neural network process followed by mask enhancement. Initially, the first network produces a mask delineating the myocardium and left ventricle areas. Subsequently, the second network refines the segmentation specific to the myocardium. A pivotal element of this approach is the post-processing of the mask using a Gaussian blur, wherein the blur coefficient is automatically selected.

To evaluate the segmentation quality, the Dice coefficient was employed, offering an objective measure of alignment between the predicted and actual masks. Throughout the study, various segmentation strategies were tested and compared. Our experiments revealed that excluding superfluous labels from the masks (on the right and left ventricles) marginally improved the average Dice coefficient from 0.889 to 0.894. However, deploying one model to pinpoint the myocardial region on images and a secondary model to define the precise myocardial contours escalated the coefficient to 0.938. Additionally, the method's efficacy was underscored by the significant enhancement in performance, reaching an average Dice coefficient of 0.955, when using the Gaussian blur method with auto-adjusted blur coefficient during mask resizing.

The limitations of the proposed approach include poor-quality input images, particularly those with inadequate myocardium visualization, limited myocardium areas, suboptimal left ventricle visualization, inappropriate brightness levels, or specific pathologies like cardiomyopathy, trabeculation, or a spongy myocardium.

In conclusion, our novel approach, which integrates preliminary myocardial localization with Gaussian blurring for image size restoration, demonstrates improved segmentation accuracy. This precision augments the MRI image analysis results, particularly in myocardium image classification and identification.

Further research will be directed at improving the accuracy of models in the initial stages – localization and segmentation, and using the obtained results to improve existing solutions that detect areas with inflammatory tissue in cardiac MRI.
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