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Abstract  
When using artificial intelligence systems for processing medical images, a large amount of 

software libraries, data and cloud computing is required. Implementing deep learning elements 

in CAD is a complex process and applying DevOps can help speed up this process. The 

implementation of DevOps approaches in the field of machine learning differs from the 

operations with standard programs; therefore the development of MLOps approaches to the 

implementation of deep learning elements for the analysis of biomedical images is an actual 

task. The developed pipeline allows scientists and specialists to use the findings in this article 

to launch projects based on machine learning and focus on model development rather than the 

process of setting up the environment. This paper provides examples of improved MLOps 

pipelines that can be used for solving problems of automatic image segmentation and 

evaluating the quantitative characteristics of microobjects. 
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1. Introduction 

Every year, software systems increasingly use machine learning elements. Despite the great demand 

for neural networks, there is still a need for programmers with specialized knowledge including the 

knowledge of development and system administrators. Special MLOps approaches are applied to speed 

up the software development process and increase its reliability and ease of software support. The 

purpose of this work is to develop MLOps approaches for automatic segmentation of histological and 

immunohistochemical images and evaluate quantitative characteristics of cell nuclei. 

MLOps approaches are developed to efficiently and reliably deploy infrastructure for running 

machine learning elements and provide convenient and continuous delivery and deployment of program 

code on cloud systems. This is a relatively new industry that requires the development of solutions for 

specific subject area. Thus, in this paper, we consider the processing of biomedical images. 

Usually, machine learning models are developed at the local level, which does not allow one to 

quickly run the code on any other computer system for data processing on the basis of machine learning. 

In most cases, such developments are used at the level of specialized laboratories and do not become 

widely used. However, modern hardware and cloud computing make it possible to use local 

developments on an industrial scale. The development of specific pipelines allows automating the 

process of deploying software code and increasing the efficiency of this process. Applying MLOps 

approaches for software development can help to get the following advantages: 

- less time for preparing and launching machine learning models; 

- scalability; 

- reduction of the number of errors and elimination of contradictory situations; 
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- program automation; 

- reduction of possible risks. 

 

Currently, there are already a large number of tools that allow you to deploy infrastructure, such as 

terraform. Mechanisms for continuous code delivery and deployment are also available. However, most 

of these mechanisms are used in DevOps tasks. 

The scientific novelty of this work lies in the development of MLOps workflow for automatic 

segmentation of biomedical images using the elements of deep machine learning. 

The purpose of our research is to improve the existing mechanisms for machine learning tasks. 

The object of our research is the processes of automatic creation of infrastructure for microscopic 

image processing. 

The subject of the research is DevOps practices for the creation of CI/CD pipelines. 
 

2. Literature review  

In [1], the authors emphasized on the lack of regulatory documents for MLOps and offered their 

own analysis and classification of the existing documents. Based on the conducted analysis, they 

proposed a 10-step pipeline. 

 Sajid Nazir et al. conducted a detailed analysis of artificial intelligence tools for biomedical image 

processing, using deep machine learning in [2]. In particular, the authors carried out an in-depth analysis 

of artificial intelligence tools when investigating breast cancer. 

 In [3], unsolved problems in machine learning relating to the analysis of health preserving means 

were highlighted. The authors paid considerable attention to the problem of generating datasets for 

machine learning process. 

In work [4], the authors analyzed the problem of organizing interaction between specialists in IT 

field to solve problems based on machine learning. Therefore, the development of unified pipelines for 

software deployment is currently one of the most relevant problems in the field of machine learning. 

Adrien Bennetot et al. in [5] considered artificial intelligence tools applied on biomedical use case 

applications. The authors analyzed both standard models of neural networks and the latest ones such as 

transformers. Due to the analysis of trends in machine learning, modern diagnostic tools are defined. 

However, there is a need to reduce the complexity of the software configuration process and configure 

the interaction between different technologies. 

In [6-9], approaches for the implementation of DevOps as tools for processing biomedical images 

were highlighted, which made it possible to create the main elements of the pipeline. 

In [10], the authors presented a pipeline for the classification of biomedical images and the structure 

of a convolutional neural network for the classification of immunohistochemical images. In work [11], 

an approach for evaluating the quantitative characteristics of microobjects for diagnosis was proposed. 

The structure of the u-net neural network for automatic segmentation of biomedical images was 

presented in [12]. 

The analysis of the above publications has shown that the development of a pipeline, which can be 

used in deep machine learning tools and algorithms for processing biomedical images, is an urgent task. 

3. Problem statement 

To develop a unified approach for automatic segmentation and evaluation of quantitative 

characteristics of microobjects, it is necessary to: 

- analyze the existing tools for implementing MLOps pipeline; 

- select the main components of the pipeline; 

- develop a pipeline for processing images with elements of artificial intelligence. 

 

 
 



4. Analysis of MLOps tools and platforms 

Table 1 shows the results of the analysis of MLOps tools in computer vision. The main criteria 

for evaluating the existing tools are the following ones: 

- image classification; 
- image segmentation; 
- image tagging. 

 

Table 1 
Results of the analysis of MLOps tools 

Software system Image classification Image tagging Image segmentation 

Nyckel [13] + + - 

Ximilar [14] + + - 

Hasty [15] - + + 

Levity [16] + + - 

 

Ximilar focuses on systems development with computer vision elements. This software can 

be considered as an API developer for business. The main emphasis is laid on image 

recognition and detection of elements in the image. In addition, this program has a convenient 

means of visually setting up components for the operation of neural networks. 

The Nyckel software system processes images and text. Nyckel is characterized by the 

mechanism for running learning models in a short time and by having a mechanism that makes 

it possible to use a small amount of input data to get started. The presence of an API allows 

integration with third-party services, which makes the program more flexible. 

The Roboflow platform specializes in computer vision. Roboflow uses cloud technologies 

to develop workflow management systems for image processing [17].The  Levity software 

system is implemented using the "no-code" approach, which makes it possible to develop the 

necessary pipelines and systems for solving problems in many fields, both business and 

science. In [18], Multi-Domain Object Detection Benchmark was proposed using the Roboflow 

platform. 

 In [19], the authors analyzed modern software systems for developing programs with 

machine learning elements, and highlighted such a stage as "validation" for optimizing the 

operation of neural network models. 

Hasty is used to annotate objects in an image and generate datasets. The main functions of 

this software product include: 

- classification; 

- tagging; 

- object detection; 

- instance segmentation; 

- panoptic segmentation; 

- attribute prediction. 

The main requirements for systems using MLOps approaches were given in works [20-22]. 

So, modern tools for building a pipeline have a standard set of components, but not all 

systems have the necessary functionality for image segmentation. 

 

 

 



5. MLOps workflow for biomedical image segmentation 

This section presents a pipeline for automatic segmentation of images using Unet. The key stage in 

this process is generation and preparation of data (images). This is one of the key differences compared 

to analogues. 

MLOps workflow consists of 3 main components: 

1. Build. 

2. Deploy. 

3. Monitor. 

The stage of data preparation includes the following steps: 

- creating the directory structure for training and test samples (for example, "original", "masks"); 

- creating the internal directory structure for storing image masks; 

- Data Labelling. The stage includes the rules for creating file names (for example, the suffix 

"_mask" is added to the mask); 

- changes in file size and other parameters. 

MLOps-workflow for biomedical images segmentation is shown in Figure 1. 

 

 
Figure 1: MLOps workflow for biomedical images segmentation. 

 

 

Image processing is an important stage because we are developing an image processing pipeline. 

This stage also includes the process of histogram alignment and changes in image parameters depending 

on the settings. 

U-net is used for image segmentation. This is a modern approach that makes it possible to use deep 

learning. At the same time, it is necessary to create the architecture and select hyperparameters for u-

net. 

After creating the architecture, it is necessary to conduct training and validate the model. 

The monitoring stage is one of the key stages in DevOps approaches and is aimed at analyzing the 

system performance. 

Deployment is necessary for software release and for the use in real conditions. 

 

6. CI/CD pipeline for evaluating the quantitative characteristics of 
microobjects 

The module for evaluating the quantitative characteristics of microobjects is an important 

component of the software system. Unlike other modules, this module can frequently change the code. 



This is due to the need to set parameters for different types of images. To automate the process of 

transferring parameter settings, it is proposed to use a separate deploy.yml file (Figure 2). 

 

 
Figure 2:  Configuration file deploy.yml. 

 

In addition to the necessary entries for connection to the cloud server, this example shows the path 

to the repository with the software code for launching the project of evaluating the quantitative 

characteristics of microobjects. 

                

7. Peculiarities of using the Infrastructure as Code approach 

 

Infrastructure as Code is a modern approach for the development and implementation of software, 

which makes it possible to write all the necessary elements of the server environment as software code. 

This is especially convenient for solving problems with elements of deep learning. As a tool, terraform 

is chosen, which allows one to use a large number of providers to deploy the project on various cloud 

services, such as AWS, digitalocean, Azure, etc. 

An example of biomedical images is shown in Figure 3. 

 

       
Figure 3:  Example of biomedical images 

 

Configuration file structure for infrastructure deployment used in a project is shown in Figure 4. 



 
 

Figure 4: Configuration file structure for infrastructure deployment. 

 

 

Digitalocean is chosen as the provider for conducting experiments. To connect to the cloud storage, 

a token and ssh-keys are used as standard. Ubuntu server is chosen as the operating system. After 

deploying the main environment, you need to install the necessary software and download the dataset 

for further processing. 

Software code is updated using the CI/CD mechanism and taking github actions. 

The minimum requirements for the developed system are as follows: 

RAM – 4GB 

Disk Space – 25GB 

1000 GB transfer 

OS – Ubnntu 18.X 

8. Conclusions 

1. According to the comparative analysis, the advantages and disadvantages of the existing 

systems with pipelines for automatic segmentation are highlighted. It is found that not all the systems 

have the necessary functionality. 

2. The MLOps workflow is developed for the segmentation of biomedical images based on deep 

learning with Unet elements. 

3. CI/CD pipeline is developed for software code delivery and deployment for evaluating the 

quantitative characteristics of microobjects. 

4. The developed workflow can be a prototype not only for image segmentation programs, but 

also for solving other problems in another subject area. 
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