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Abstract
With the increasing demand for smart and connected devices (IoT) and embedded systems have become an integral part of our daily lives. However, this also brings new challenges in terms of security, as these systems often deal with sensitive data and / or perform critical operations. Machine learning techniques have emerged as a promising solution for enhancing the security of embedded systems. By leveraging large amounts of data, machine learning algorithms can identify patterns and anomalies that may indicate a security breach and trigger appropriate responses in real-time. In this article we will provide an overview of the use of machine learning in securing embedded systems highlighting its benefits, potential challenges while discussing some of the recent research in this area.
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1. Introduction
The security of Internet of Things (IoTs) and embedded systems is a major concern in today’s world. With the proliferation of connected devices, these systems are prime targets for cyber-criminals looking to exploit their vulnerabilities to gain access to sensitive data or to conduct broader attacks against critical infrastructure.

In recent years, there have been numerous cyber-attacks on industrial and energy systems, further demonstrating the security challenges facing IoTs and embedded systems. Among the most famous are Stuxnet, which targeted Iranian industrial systems and slowed down their nuclear program [1], BlackEnergy and Industroyer targeting the Ukrainian electrical network [2, 3], TRITON discovered in a petrochemical complex in Saudi Arabia targeting the Triconex Schneider Electric responsible for the security of the installations [4] or Mirai infecting thousands of IoTs in order to provoke Distributed Denial of Service (DDoS) attacks [5].

Vulnerabilities can be found at different layers, including the hardware, network and software layers. Hardware layer vulnerabilities are difficult to patch and can be exploited by attackers who have physical access to the device [6].
Attacks on the network layer include attacks on the communication radio, which can lead to man-in-the-middle attacks or eavesdropping [7]. The software layer contains the operating system, drivers, and applications that use the previous layers to create value, and is also not free of attacks. For example, the infamous Mirai botnet attack targeted devices with known default passwords and resulted in massive DDoS attacks [5].

Various countermeasures have been proposed to provide attack prevention [8], including password protection, data encryption, and restricted access control. However, the effectiveness of these countermeasures has been limited, as many IoT devices still contain vulnerabilities that can potentially be exploited via software updates [6].

Extensive research has been conducted on ways to protect against these attacks. Protection methods can be grouped into two categories: prevention and tolerance methods [6]. Prevention methods aim to eliminate program vulnerabilities and prevent certain types of attacks, while tolerance methods detect attacks and offer system recovery to stop the attack in progress. Previous research has examined various protection methods such as StackGuard [9] and software/hardware-based Control Flow Integrity (CFI) [10], which have limitations that make them controllable [6]. Some text proposes a methodology to implement a performance-based classification system that adopts a remote attestation mechanism to protect IoT devices [11]. Other proposed protection methods include code obfuscation [12], memory encryption [13], monitoring timers [14] or secure boot [15]. The use of Physically Unclonable Functions (PUFs) for authentication is not consistent with the testing approach because it requires hardware modifications [16].

In this article we will first present the context and then focus on Intrusion Detection System (IDS) based on machine learning techniques and their performance on embedded applications. Finally, we will present the experiment we are conducting to develop a Host-based Intrusion Detection System (HIDS) based on behavioral incongruity to detect attacks targeting a Flight Management System (FMS) application.

2. Context

The use of embedded systems in various domains, such as transportation, health, and industry, has been increasing, which leads to the need for secure and resilient systems. In avionics, safety is a top priority. On-board systems must be reliable and robust to ensure proper operation of the aircraft and to guarantee the safety of passengers and crew. Due to their physical isolation, strict protocols and proprietary software, these systems have long been considered unassailable. As mentioned in the introduction, the multiplication of attacks and propagation vectors have called into question this consideration. Indeed, the director of the European Union Aviation Safety Agency (EASA), Patrick Ky announced in 2015 that « Believing that air transport is safe from this kind of threat is tantamount to veiling the face » [17]. Indeed, taking into account the strategic stakes represented by aviation, military and civilian, we understand that this sector can be a prime target for attackers. Their motivations can be many and varied: intention to harm, theft of information, profit, promotion of political objectives ("hacktivist" motivations), etc. Therefore, it is important to guard against external attacks, carried out on “classic” information systems and networks, but also internal attacks which may come from malicious intentional acts, affecting
in particular the production, update and deployment chains or unintended uses of embedded systems. One approach to achieving this goal is intrusion detection, which involves detecting and preventing malicious and malevolent behavior. More and more studies are emerging on the possibilities of integrating IDS in order to protect them [18, 19, 20].

### 2.1. What are Intrusion Detection System

IDS are increasingly popular computer security tools [18, 19, 20] to protect embedded systems against potential threats. An IDS is a software or hardware device that monitors the activities of a computer system or network to detect attempts at intrusion, exploitation or security breach. They mainly consist of a data collection module and a detection module. There are two types based on their placement and the data they collect: Network-based Intrusion Detection System (NIDS) and HIDS.

The NIDS collection modules are placed at strategic locations on the network, for example on a router in a subnet, a Demilitarized Zone (DMZ) or on a firewall ensuring the connection between the internal network and the Internet network. This type of IDS collects data such as source and destination IP addresses, ports used, communication protocols and packet information (content, size, frequency).

The HIDS collection modules are placed directly on the terminals to be monitored, such as servers, workstations or in our case embedded systems. They analyze application data, files, log data, system data, etc.

Each of them is also differentiated according to their method of detection. There are again two categories: signature-based IDS and anomaly-based IDS.

The former uses a detection method based on the comparison of collected data with a pre-established signature base that represents known malicious behavior and is used to detect attacks in real time.

The latter, based on anomalies, are increasingly used in embedded systems. They seek to define a set of models that will characterize the observed system. Once this characterization has been established, anomaly detection is done via a comparison of the current behavior with respect to the latter. If too much deviation is calculated, this means that an intrusion attempt or a security violation is in progress. This method has a major advantage over the signature-based method. Indeed, a new attack or a variant will have an unknown, different signature, and will therefore not be detected by the IDS based on signatures. On the other hand, these attacks will cause a change in the functioning of the system and its application and create a deviation from the normal behavior, therefore generating an alert for those based on anomalies.

Embedded defensive learning therefore consists of training artificial intelligence algorithms to detect and react to anomalies and potential attacks on embedded systems. This type of learning uses machine learning techniques to create patterns of normal system behavior and then uses them to detect potential anomalies.
2.2. Using Machine Learning to Build Defense Knowledge of Embedded Systems

To enhance intrusion detection capabilities, the theory of incongruity can be used in machine-to-machine interactions, including in embedded systems. The theory involves constructing a learning module that calculates self-congruity and self-incongruity values for each machine, node, or component to detect their own behavior inconsistencies, incongruities, or dissonances. This can be used for forensic analysis and to search for dormant threats such as Advanced Persistent Threats (APTs). The patent application proposed by Baumard [21] advocates for an autonomous system for incongruous behavior detection in machine-to-machine interactions without using a previously built normative rule of behavior. However, Bourdon et al. [16] suggests that using statistical analysis or machine learning in combination with other detection methods can enhance detection capabilities, while addressing scalability and standardization issues. Bourdon et al. [16] also discusses the implementation and improvement of a platform for intrusion detection in connected objects based on hardware counters analysis, thus highlighting the need for compatibility with the characteristics of the objects studied. Overall, the theory of incongruity can be valuable for enhancing intrusion detection capabilities in embedded systems, but further research on its effectiveness in comparison to other detection methods is needed [16, 21, 22, 23].

A performance-and machine-learning-based classification system has also been proposed as a runtime attack detection method based on program behavior, hardware performance counters, and machine learning [6]. An experimental approach to detecting behavioral anomalies using hardware performance counters was also explored, and was conducted on platforms with representative IoT devices in a real-world industrial environment [16].

3. Developing an embedded Host-based Intrusion Detection System

Before building an embedded HIDS it is important to highlight the constraints related to this domain in order to be sure not to interfere with its proper functioning. We define here the five main criteria for choosing an anomaly detection technique suitable for avionics:

- Real-Time: the HIDS must not disturb the normal execution cycle of the application. The technique used must be able to process all the data recorded during one execution cycle of the monitored application. The machine learning algorithm must be optimized to ensure that the processing of data and the production of results are carried out in less than 5% of the total cycle time [18].
- Memory footprint: memory resources are generally chosen according to the application and the desired goal. The margin in terms of available memory is therefore often small. It may be necessary to use compression methods in order to store the models, process the data and generate the results. It is also advisable to choose a machine learning algorithm that is not memory intensive.
- Detection capacity: the HIDS must detect anomalies with a low or zero rate of false alerts (false positives) for the highest possible rate of true alerts (true positives). Furthermore,
the results generated must be understandable and easily interpretable in order to be exploitable by an operator in flight.

- Offline: the HIDS must be able to operate without a connection to an external network in order to ensure the best possible protection during operations in areas without internet access. This increases security since no changes can be made remotely.
- Intellectual property: the HIDS must be able to create behavioral models of the system without functional knowledge of the application. No changes to existing code should also be necessary.

An embedded HIDS must therefore respect constraints of time, storage space, limited communication capacity in addition to a minimal modification of the existing one. Indeed, it will in all cases be necessary to add a component or to integrate the HIDS directly into the system environment in order to be able to learn behaviors and detect anomalies.

3.1. The collection module

In order to be able to create its model set and start monitoring the system, the HIDS must be fed with data. As stated previously, it is necessary to respect performance criteria and not modify the existing one. The collection module must therefore be an extremely fast part in terms of execution time. In order not to clutter up the memory space, the collected data must be processed as quickly as possible in order to be destroyed and leave space for the following data. In any case, it will be necessary to allocate a fixed memory space dedicated to this storage. If the allocated space is full and new data arrives, it is necessary to define the behavior to adopt. As a general rule, we preferred to ignore the new data and wait for a new execution cycle of the application to continue the analysis in the most consistent way possible. Embedded applications, especially in the avionics field, are generally deterministic, which means that it always produces the same results for the same input in a known period of time, facilitating this process. To agree to the point of non-modification, it is necessary to collect events not provided by the application and generalizable to all on-board systems. There are several categories:

- Hardware Performance Counters (HPCs)
- OS errors
- System / API calls
- Communications / IO
- Memory

Each of these categories provides different information about system activity. Some may be easier to implement than others, notably HPCs and OS errors which can be used for other activities such as Health Monitoring and do not require so no change to the system. The studies by Boyer [6] and Bourdon [16] are based on the use of HPCs to detect anomalies. They put forward certain precautions: pay attention to changes of context which can disturb the reading of the counters, the difference between processors which do not all have the same counters or even the operating system used, two executions in a different environment will not give rise to the same evolutions. In addition, the number of simultaneous readings of HPCs is limited
Depending on the processor, so you must first choose the most relevant counters for each application. OS errors include ARINC 653 error codes (in avionics), missed deadlines, numeric errors, or illegal requests [24]. The information provided by this data alone is insufficient to effectively detect intrusions.

The system calls provide very interesting information to characterize the behavior of an application. In the case of a deterministic one, we expect to find the same sequences of calls at similar frequencies. According to Kadar [25] it is an efficient way to detect intrusions; detection accuracy is generally above 90%, despite a high false positive rate, which can easily reach 15% in recent research. These rates depend of course on the learning algorithm used as well as the settings chosen and can therefore be improved by using the right combinations. Furthermore, it is possible to recover the arguments used or the values of the memory pointers on each call in order to enrich the learning. In a similar principle, observing API calls provides valuable information about its execution. These calls have the advantage of offering better portability from one system to another regardless of its architecture, in particular in the avionics which are based on the ARINC 653 [18] standard.

Communication data can also be useful for detecting anomalies, such as unauthorized connection attempts or malformed data packets. Embedded systems often communicate via specific protocols, such as the CAN [26] protocol used in the automotive industry, and monitoring these protocols can help detect attacks specific to them. Communication biases represent privileged access for an attacker. By monitoring the IO data, we can obtain a characterization of the interactions between the various components of the system, which can help detect compatibility or configuration problems [27]. It can also improve system performance by identifying bottlenecks or inefficiencies in input/output and communication processes. Generally, embedded systems are connected to several sensors that provide various measurements of elements such as temperature, pressure, acceleration, speed, etc. By correlating this type of data to system calls, the coverage and robustness of learning are considerably increased.

Finally, a last category can be considered: memory. It contains all the data being processed in the system, including program instructions being executed and temporary data. By monitoring memory, it can detect anomalies such as incorrect memory accesses, buffer overflows, attempts to inject malicious code, or memory leaks [28]. It can detect suspicious or malicious behavior, such as attempts to install malicious software, to take control of the system or to alter the data handled by the application degrading its integrity [29]. However, it is more complex to implement and requires very special attention so as not to disturb the proper functioning of the system.

3.2. The learning / detection module

This module represents the heart of the HIDS. It will be in charge of learning the models characterizing the application, which will then allow anomalies to be detected. As with the collection module, it should be as optimized as possible in order to respect the technical constraints associated with the system that hosts it. The choice of technique and learning algorithm is very important. There are 3 techniques: supervised, unsupervised and semi-supervised learning.

Supervised learning [30] is a machine learning technique where a statistical model is trained
from a set of labeled data. In this type of learning, the model must predict an output based on known inputs and outputs. These known outputs, or labels, are provided in the training dataset. The learning process consists of adjusting the parameters of the model to minimize the deviation between the predicted outputs and the known labels. Once the model has been trained on a dataset, it can be used to make predictions on new data. Supervised learning is commonly used in applications such as image classification, email spam detection, speech recognition, or real estate value prediction. Commonly used algorithms for supervised learning include decision trees, neural networks, Support Vector Machine (SVM), and random forests.

Unsupervised learning [31] focuses on creating patterns and structures from unlabeled or previously annotated data. It can be used for data classification, image segmentation, anomaly detection, dimensionality reduction, product recommendation, clustering analysis and other data analysis tasks. Commonly used algorithms for unsupervised learning include k-means, self-encoding neural networks, convolutional neural networks, Boltzmann machines [32], Hopfield neural networks [33], and Principal component analysis (PCA).

Finally, semi-supervised learning [34] is a combination of the elements of supervised and unsupervised learning. In this type of learning, the model is trained on a dataset containing both labeled and unlabeled data. In the embedded context, it is assumed that the execution environment is healthy, which constitutes the labeled data to guide learning. It is also possible to integrate known attack datasets into the learning to improve its robustness. However, it is impossible to ensure that all cases of attacks will be tested. Semi-supervised learning is particularly useful when labeled data is expensive or difficult to obtain. This makes it a good choice for the embedded domain since learning does not necessarily need an attack to establish normal behavior. Commonly used algorithms include labeling propagation methods, mixture models, neural networks, and semi-supervised SVMs. These algorithms can be adapted to work with different types of data, such as text, image, and sequence data.

Once the technique has been selected, it is necessary to choose the machine learning algorithm adapted to the on-board criteria. Sayadi [35], whose study is mainly based on the use of HPCs, offers a performance comparison of different machine learning algorithms on the detection of Rootkit, Backdoor and Trojan (table 1) as well as their hardware cost (table 2).

The presented algorithms belong to 5 different families:

- Probabilistic graphs : BayesNet
- Neural networks : MLP
- Rule systems : OneR, JRip
- Decision Trees : J48, REPTree
- Machine Support Vectors : SMO

Bayesian Networks (BayesNets) belong to the class of probabilistic graphical models, which are a category of machine learning that use graphs to represent probabilistic relationships between variables. In a BayesNet, the nodes represent the variables (here the HPCs) and the arcs the probabilistic dependencies between the variables. They are based on Bayes’ theorem [36] and use conditional probability methods to evaluate probabilities and predictions.

Multi-Layer Perceptron (MLP) are a type of forward propagation (or feedforward) neural network composed of multiple layers of neurons, where each neuron in one layer is connected
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### Table 1
ML algorithm comparison of malware accuracy detection

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Rootkit</th>
<th>Backdoor</th>
<th>Trojan</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>BayesNet</td>
<td>88.1%</td>
<td>91.6%</td>
<td>99.0%</td>
<td>92.9%</td>
</tr>
<tr>
<td>MLP</td>
<td>94.0%</td>
<td>92.4%</td>
<td>89.8%</td>
<td>92.1%</td>
</tr>
<tr>
<td>OneR</td>
<td>81.5%</td>
<td>92.0%</td>
<td>99.0%</td>
<td>90.9%</td>
</tr>
<tr>
<td>JRip</td>
<td>84.8%</td>
<td>92.0%</td>
<td>66.3%</td>
<td>81.0%</td>
</tr>
<tr>
<td>J48</td>
<td>85.4%</td>
<td>92.0%</td>
<td>65.7%</td>
<td>81.0%</td>
</tr>
<tr>
<td>REPTree</td>
<td>82.8%</td>
<td>92.0%</td>
<td>66.3%</td>
<td>80.4%</td>
</tr>
<tr>
<td>SMO</td>
<td>91.4%</td>
<td>89.5%</td>
<td>98.8%</td>
<td>93.2%</td>
</tr>
</tbody>
</table>

to all neurons in the next layer [37]. MLP are particularly suitable for nonlinear classification and prediction tasks.

OneR [38] is a type of simple and interpretable algorithm that uses a single rule to predict the class of a new example. It works by choosing the input variable that provides the best prediction for each class and then uses that variable to create a decision rule. This rule is then used to predict the class of new examples. They are widely used for their simplicity and interpretability but can be less accurate than other more complex algorithms.

In the JRip algorithm [39] the training data is divided into an increasing set and a pruning set. First, an initial set of rules is trained on the growing set, using a heuristic method. This over-sized rule-set is then repeatedly simplified by applying a set of pruning operators. At each simplification step, the pruning operator chosen is the one that produces the greatest error reduction on the pruning set. The simplification step ends when applying a pruning operator would increase the error on the pruning set.

J48 is a decision tree-based algorithm [39] that uses a divide and conquer approach to generate a decision tree from input data. The decision tree is a tree structure in which each internal node represents an input variable, each branch represents a value of this variable and each leaf represents an output class.

Like other decision tree-based algorithms, REPTrees generate a decision tree from the input data, using a divide and conquer approach [40]. The particularity of REPTrees is that they use a regression technique to decide on the optimal division of the nodes of the tree. REPTrees are often used for their simplicity and speed, but can suffer from over-fitting and have lower performance than other more complex algorithms for high-dimensional classification problems.

SVM are algorithms that learn to classify data by finding the decision boundary that maximizes the margin between the two classes. The Sequential Minimal Optimization (SMO) is a specific optimization method to solve the margin optimization problem of SVM in an efficient way [41]. SVM and SMO are appreciated for their ability to generalize previously unseen data and for their robustness against noise.

Based on table 1, we can see that the MLP performs better for the detection of Rootkits and Backdoors, while BayesNet, OneR and SMO dominate for Trojans. The JRip, J48 and REPTree algorithms are far behind in this category. On average, we find that algorithms based on long and complex learning give the most relevant results. However, according to the table 2 they are also the most demanding in terms of execution time and memory used. Although very accurate,
Table 2
ML algorithm comparison of hardware overhead

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Latency</th>
<th>Memory (block)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BayesNet</td>
<td>60ns</td>
<td>7645</td>
</tr>
<tr>
<td>MLP</td>
<td>1020ns</td>
<td>25667</td>
</tr>
<tr>
<td>OneR</td>
<td>10ns</td>
<td>292</td>
</tr>
<tr>
<td>JRip</td>
<td>20ns</td>
<td>156</td>
</tr>
<tr>
<td>J48</td>
<td>30ns</td>
<td>584</td>
</tr>
<tr>
<td>REPTree</td>
<td>30ns</td>
<td>377</td>
</tr>
<tr>
<td>SMO</td>
<td>220ns</td>
<td>2246</td>
</tr>
</tbody>
</table>

MLP has the highest latency and highest memory usage, so it doesn’t seem to be suitable for critical embedded system. SMO has the best detection results. However, it also has the second most significant impact in terms of execution time. BayesNet seems like a good compromise. They have a very good detection score, an acceptable execution time and a moderate memory impact.

It is important to note that no particular optimization has been made to the implementation of these algorithms. It is therefore possible to make improvements on the execution time and the memory cost. Moreover, depending on the characteristics of the platform and its end goal, it is also possible to choose to optimize one to the detriment of the other.

Once the algorithm is defined, all that remains is to adapt it to the platform. Learning is the most costly part in terms of resources. If this is too important, it is possible to collect the selected data and perform the learning on a conventional computer. It will then suffice to transfer the models to the platform so that the detection module can use them as a normal basis.

4. The experimentation

4.1. Context

To develop our HIDS, we have set up a collaboration with a leading European company that develops Real-Time Operating System (RTOS) used in the avionics field. In order to get as close as possible to reality, we will monitor a FMS application, provided by another leading European company that provides systems and applications in this field. A FMS is an on-board computer used for automatic navigation and guidance, presentation of information, management of aircraft systems, efficient management of fuel and reduction of operating costs [42]. This FMS already works on our partner’s RTOS and will therefore be embedded on a T2080 board. It is largely used in the avionics world for this type of application. It has a 4-core processor clocked at 1.8GHz sharing a 2MB L2 cache memory. The Operating System (OS) allows us to define the priority of each application, their order and duration of execution as well as the core(s) used. The FMS application requires 2 cores, so we will use 1 core to perform data collection, machine learning and detection and 1 core to execute our attacks. To validate our experiment we will use 3 criteria:
• The operations of the application must not be disturbed by system modifications, data collection and the HIDS.
• The monitored application must not be modified in any way to adapt to changes made to the OS or to the HIDS.
• A maximum attack detection rate for a false positive rate of 0%.

4.2. Objectives and implementation

In order to carry out this experiment, it is necessary to define the objectives to be achieved as well as the various actions to be undertaken. The main objective of this experiment is to determine if a HIDS based on a machine learning algorithm is viable for detecting intrusions on an embedded system. The second objective is to know the cost of it in terms of performance in order to establish the minimum resources required for its proper functioning. The third will be to determine which actions, human and automatic, could be taken in the event of detection of an attack. Finally, we will seek to assess the degree of portability of this algorithm to other embedded systems / applications. To set up this experiment it will be necessary to carry out the following tasks:

• Modify the OS in order to be able to collect the data necessary for model learning and attack detection (syscall, HPCs, timestamp, context, etc.).
• Choose the machine learning algorithm to use.
• Develop the HIDS using this algorithm so that it is compatible with the embedded OS.
• Optimize the HIDS so that it is embeddable, the least greedy and the fastest possible.
• Create normal usage scenarios of the application covering its functionalities as much as possible.
• Run these scenarios in order to create the models characterizing the proper functioning of the application.
• Create attack scenarios to disrupt the proper functioning of the application and system.
• Run these scenarios to assess the detection capabilities of the HIDS.

4.3. The attacks to detect

In agreement with the teams of our collaborators, we have drawn up a list of attacks that will be put in place to assess the detection capabilities of the HIDS:

• Pre-loaded attacks: code added in the binary application before uploading to the platform. Corruption of the on-board application set (modification of certain functionalities: trajectory calculation, GPS position, etc.).
• Spoofing attacks on sensors [43] feeding the FMS: here, we will seek to know if it is possible to determine that an attack is in progress on one or more external systems on which it the monitored one depends. Indeed, if inconsistent data between them is provided to the FMS, this can lead to unusual actions of the application symbolized by aberrant values in terms of syscall and values of the monitored HPCs.
• Injection attacks: random code, control-flow hijacking [44].
• Passive attacks: side-channel attack on the micro-architecture. Variant of Spectre [45] (memory leak of the application, particularly "cache timing").
• Active attacks: fault injection attacks on the micro-architecture. Rowhammer [46] and variant like Blacksmith [47]. Based on errors in the Dynamic Random Access Memory (DRAM), memory cells can change values influenced by the activity of neighboring cells, an attacker can illegitimately modify a memory space without having access to it.

The following attacks will not be taken into account:
• Passive physical attacks, without interaction with the system: laser attack [48], hidden channel attacks [49] on electromagnetic emissions, etc.
• Attack compromising the security of the OS: if the OS is compromised it is a safe bet that the HIDS which depends on it will be compromised too.
• Attacks compromising the system boot-chain: if the boot sequence is compromised, this means that the OS is compromised and so is the HIDS.

For all attacks we will consider that the opponent has succeeded, by some means, in making the desired changes to the platform / application without being detected. We will not seek to determine which intrusion vector was used using the HIDS even if, according to the modifications made, the details provided during the analysis and detection would allow it.

4.4. Current progress

Currently, the modifications of the OS in order to gather the syscalls, HPCs (6 different), timestamp have been made. Furthermore, we have already been able to assess the impact of this collection in terms of execution time on the application. These results are shown in figure 1. On this graph, we distinguish the time required on the ordinate to collect the number of elements indicated on the abscissa. There is an additional cost in execution time varying from 82ns to 113ns knowing that 99.8% remains below 100ns and 0.2% above.

The HIDS is based on the incongruity work carried out by Baumard [21] and mentioned in part 2.2. This HIDS uses a learning algorithm based on dynamic Bayesian networks presented by Hourbracq [50]. These are classic Bayesian networks, as presented in part 3.2, but whose nodes \\{X_i(t), i = 1 \ldots n\}, representing discrete random variables, are indexed by the discrete time \(t\). Therefore they are Bayesian networks evolving during the execution of the application and not frozen once established. This has several advantages over the BayesNet, namely:

• A lower number of models to explain the different aspects of the application.
• The generated models are more robust.
• Infrequent behaviors with values that can be considered outliers stand out much more.

The HIDS is written in C respecting the POSIX standard allowing it a fairly easy portability. However for the needs of this experiment and in order to be compliant with the specifics of the OS and the avionics certifications, the code had to be adjusted. In addition to this adjustment, large optimizations have been made to address the resource restrictions of embedded systems. It occupies 150kB and uses 22MB of RAM. These 22MB constitute the maximum size that will be necessary for the detection phase. Note that it may vary if we decide to expand the number of
training samples. Here it is the required memory to load the behavioral models learned on the 20 flights resulting from the different learning scenarios that we have established. The flights have a duration ranging from 30 minutes to 1 hour and 30 minutes. We also plan to test on long-haul flights. The needed learning time is less than the duration of each flight, even if the lower the number of models, the longer the learning will be. Indeed, reinforcing an existing model takes longer than creating a new one.

4.5. Next steps

The next steps will be to compare the models obtained with unaltered flights not used during the learning phase in order to ensure that no alert is generated and that the models can explain the flights.

Subsequently, it will be necessary to set up the scenarios for the attacks set out in 4.3 in order to evaluate the detection capacity of the HIDS. in order to accurately determine when the attack occurs it will be necessary to add information not used by the HIDS to calculate the false positive rate and make the necessary adjustments so that it is 0%.

Finally, depending on the obtained results, we can assess the possible actions to be taken in the event of an attack. However, it should be borne in mind that in this area automatic actions will be limited and should not conflict with flight safety rules.

4.6. Current conclusions of the experimentation

With the progress currently made, we have succeeded in developing a HIDS allowing the creation of models characterizing an embedded avionics application. The additional cost necessary for the operation of the HIDS was deemed minimal by our supplier, recognized in this field, and no modification to the application was made, thus validating the first 2 criteria. Although it is a specific platform, the results obtained are encouraging as to the possibility of porting it to other embedded systems.
All that remains now is the step of constructing the attacks to evaluate the detection capacity of the HIDS and to conclude our study. If it is validated, we will be able to consider deploying the HIDS on a larger number of similar devices since the generated models can be transposed from one system to another as long as they share the same technical characteristics.

5. Conclusion

In summary, the literature highlights the security challenges of IoTs and embedded systems and the need for effective ways to protect against attacks. Various protection methods exist and implementation steps of a HIDS using machine learning has been proposed. The use of this technology can greatly help to detect various and unknown attack without the need of external database nor human intervention. It can greatly improve embedded systems cyber-security. However, more research is needed to ensure that protection for IoTs and embedded systems is effective, efficient, and adaptable to changing security threats.
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