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Abstract
Digital twins have recently emerged as an innovative paradigm for improving the performance of cyber-physical systems, software and processes. In essence, a digital twin is a virtual replica of the system whose operation is to be optimized by improving its performance, detecting possible anomalies, or enabling its preventive maintenance. Although some consensus exists in the community about what a digital twin is, there are still unresolved questions about its definition, architecture, and related concepts. This paper proposes an architecture for the implementation of digital twins, and compares it with existing proposals in the literature with the goal of reaching a common understanding.
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1. Introduction

Digital Twins have proven to be powerful mechanisms for optimizing the performance of various types of cyber-physical systems, processes, and software services [1, 2]. Their underlying idea is the replication of an existing system. The earliest applications of this concept can be traced back to NASA’s Apollo mission [3], where engineers created replicas of the systems sent into space to assist astronauts from Earth by emulating the behavior of those systems and enabling what-if analyses. These Digital Twins allowed ground engineers to evaluate optimal actions using the replicas, ensuring the astronauts’ safety and preserving the integrity of the spacecraft.

In early applications, replicas were physical and synchronization was manually achieved. However, once the potential value and benefits of these techniques was understood, replicas were digitized using simulation or analytical models, e.g., differential equations, and the synchronization between them was automated. In our work, we will refer to the latter type of model as Digital Twin (DT). According to the Digital Twin Consortium, a DT is “a digital replica of a system that is synchronized with a certain frequency and with a certain level of fidelity.”

In the literature, the replicated system is referred to as a Physical Twin (PT), or Observable Object according to the ISO standard on Manufacturing Digital Twins [4].

In this paper, we present a modular architecture that introduces the concept of a Digital Twin System (DTS). The DTS includes not only the physical system, its replica, and the services associated with the DT, but also the connections between the two twins. The system’s replica, i.e., the DT, can take various forms, such as algorithms, simulation models, or analytical models defined in terms of differential equations. It should be noted that a simulation model or an algorithm alone cannot be considered a DT. These elements are only considered as such within the context of a DTS, where there is an automatic and bidirectional synchronization with the replicated system (the PT) and where data and commands are exchanged between them to optimize the system’s performance.

In this work, we want to precisely define the different concepts that comprise any DTS. The current terminology is not clear enough to distinguish between the digital replica (what we call DT) and the complete system itself (the DTS), which also involves the physical system, the data exchange mechanisms, and the associated services. Very often the term “Digital Twin” is used in both cases, which is confusing. Our work advocates a symmetric definition in which we have two twin systems whose operations are always kept synchronized. The remaining elements of the architecture serve to ensure the correct interaction between the two twins and to optimize the operation of the target system based on its DT. This complete system is what we call DTS in order to clearly distinguish it from the digital replica.

The proposed architecture also aims to optimize the scalability and composability of DTSs. To achieve this, the architecture is centered around a Data Lake (DL) [5], i.e., a centralized repository designed to store, process, and secure large amounts of structured, semi-structured, and unstructured data. A set of drivers access the DL and orchestrate the exchange of data and commands between the elements of the DTS.

This paper defines the architecture and its main elements, and compares it with other conceptual architectures commonly used in the literature.
2. Digital Twin (System) Architecture

Figure 1 depicts our proposed architecture for the implementation of Digital Twin Systems (DTSs). Before providing a detailed description, it is essential to define several key terms:

- **Physical Twin** (also Actual System or Observable Object). This is the system, service, or product whose behavior we want to optimize using a digital replica. The state of the PT is continuously monitored, and the values of its relevant properties are periodically obtained. The PT may already exist when the DT is created, or it may not exist, for example, if we intend to use the DT during the design phase of the physical twin—that is, whether the DT models are scientific or engineering models [6].

- **Digital Twin**. It is the synchronized replica of the PT, updated at specific intervals and modeled with the required fidelity level to capture the system’s properties of interest at the necessary level of detail. The DT represents the system’s properties of interest and emulates its behavior using data and (analytical or simulation) models, which are continuously updated throughout the system’s lifespan and stored in the DL.

Building upon the above definitions, we define a Digital Twin System (DTS) as a system engineered for a specific purpose, composed of:

- The Physical Twin (PT).
- The virtual replica, i.e., the Digital Twin (DT).
- The synchronization mechanisms that facilitate the exchange of data and commands between the twins.
- A set of Services that enable the exploitation of the data produced and exchanged between the twins to help achieve the DTS objectives, e.g., performance improvement, predictive maintenance, or anomaly detection.

To achieve maximum decoupling among the elements and ensure scalability and flexibility, our architecture connects the elements through a Data Lake, implementing the Blackboard architectural pattern [7]. This allows all elements to asynchronously exchange information by reading from and writing to the DL. If there is critical information that requires minimal latency, elements can also connect directly through the Orchestration component. This component facilitates both direct exchange of information between elements and connection to the database. Additionally, the Orchestration component includes the necessary synchronization services to ensure the correct operation of the system.

One of the significant advantages of this architecture is its simplicity in connecting the elements, and the highly decoupled connection between them. Adding a new element would only require adapting the information input to the Orchestration component without affecting any other system elements. Similarly, if multiple Digital Twins need to be interconnected and their behavior synchronized within the DTS, it can also be achieved through the Orchestration component. We can also have several Digital Twins with different levels of fidelity organized to choose the best one to use at each moment depending on the state of the PT, the concrete performance requirements, or the degree of faithfulness needed. Additionally, we can replace the PT with another virtual model for comprehensive system testing. All these changes can be accomplished by simply modifying the specific interface implementation for the Orchestration component.

This architecture has been validated through the suc-

3. Current Proposals

The initial conceptualization of an architecture for Digital Twins was originally proposed by Grieves [3], and consisted of three elements: the DT, the PT and the connections between them. This conceptual architecture did not yet include the concept of services as an external element to the Digital Twin nor the need for a data store for the system. This architecture resulted from NASA’s experiments, where this new technology relied on the existence of a virtual system that replicated the physical system and was synchronized in real-time.

Subsequent architectures for digital twin systems expand this initial architecture by incorporating additional elements but retaining the core idea of replicating the actual system. For instance, the architectures based on five elements [10, 11, 12] include the physical entity, the virtual entity, a database, a set of services, and the connections between them. In other proposals such as [10, 11], the DT is defined as the combination of all the elements, rather than just the digital replica—the opposite of what the Digital Twin Consortium proposes [1], and we adopt in our proposal. In [12], the Digital Twin is separated from the Data Lake and the connections, but it includes the optimization services—thus hindering the addition of new services or the modular modification of existing ones. The concept of PT is not considered in [12], either.

The architecture defined by ISO for Digital Twins for Manufacturing [4] is similar to these recent proposals, as well as to ours: they introduce the concept of Digital Twin Framework, which corresponds to our Digital Twin System (DTS), but excluding the physical system.

A systematic mapping study that provides a comprehensive overview of software architectural solutions for DTs is presented in [13]. In addition to the most representative architectures, such as those described above, the paper describes many architectures for specific systems and uses a two-dimensional classification of architectures [14], based on their levels of abstraction and detail, to classify them. A useful catalog of 14 quality attributes relevant to DTSs is also proposed.

The authors of [15] propose the use of Domain-Driven Design [16] to tackle the design of architectures for DTSs, instead of implementing pre-defined reference architectures, such as the five elements one [16]. The analysis of the possible advantages and disadvantages of designing a new architecture following a method such as DDD versus the implementation and deployment of an existing reference architecture represents an interesting research challenge.

Finally, another concept used in the literature about Digital Twins is that of Digital Shadow (DS). This term is defined as the set of system data traces and their aggregation, collected for a specific purpose. These traces in our system are stored in the Data Lake and exploited by the various services. The main difference between a simulation model, the DS and the DT is their degree of synchronization and interaction with the PT. The first is neither synchronized with the PT nor interacts with it. The second is permanently updated with data collected from the PT, but does not send information back to the PT. The DT remains synchronized with the PT and interacts with it during its lifetime [17].

An initial version of the architecture proposed here was presented in [8]. The main difference with this one is the inclusion of the Orchestrator component. It helps improve the connections among the different elements of the DTS, and enables the implementation of more efficient synchronization mechanisms between them.

To conclude, it is worth mentioning that our proposal emphasizes the natural symmetry that exists when talking about twins, two sister entities that are replicas of each other and that continuously synchronize and exchange both data and control operations between them, and with a set of services that try to exploit this information. Without such synchronization, one cannot speak of a Digital Twin. This is why we call them physical and digital twins. In addition, we place great emphasis on the decoupling between the elements of the architecture to allow maximum independence and scalability when composing them.

Further work includes validation through the development of more DTSs, the analysis of its properties (such as scalability, performance, or maintainability, among others), and the definition of mappings between its elements and those of other proposals to improve its interoperability and expand its use.
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