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Abstract
Dementia is a set of mental diseases affecting millions of people worldwide. Similarly to all the other
mental health issues, it is often difficult to forecast the trend of the disease for patients suffering
from it. In this context, data of patients suffering from mental health are usually collected through
questionnaires, psychological and cognitive tests, over several timepoints. This way, longitudinal data
can help identify disease trajectories and allow medical doctors to forecast specific treatments. In
this study, we analyze an open, unrestricted dataset of electronic health records (EHRs) of patients
suffering from dementia, called OASIS-2, through several unsupervised machine learning methods (𝑘-
means, Hierarchical Clustering, Gaussian Mixture Model, and Spectral Clustering). This dataset contains
demographic data and psychological test data collected over five independent visits, and having 142
patients at the first visit and ten features. Our goal is to identify patients’ clusters that stay stable over the
first four visits (we discarded the data of the fifth visit because of its small size), and then to characterize
these clusters by studying their variables. We also measure the performances of the clustering methods
through conventional metrics for internal and external validation. Our preliminary results show that
unsupervised techniques can identify significant clusters of patients with mental health issues in this
dataset and that Hierarchical Clustering outperforms the other algorithms to this end.
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adults

1. Introduction

Dementia is the generic name of a set of health issues regarding patients’ mental states, including
Alzheimer’s disease, Parkinson’s disease, dementia with Lewy bodies and others. Differently
from other body diseases, such as breast cancer, patients with dementia cannot undergo a
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surgical operation, and therefore, it is difficult to treat and even recognize patients suffering
from this disease.
Diagnosis of dementia can be done through computed tomography (CT) scan or magnetic

resonance imaging (MRI), but these bioengineering techniques require expensive machines
that are sometimes unavailable in hospitals. In this context, diagnosis of dementia is often
found through cognitive tests: patients are asked to answer some questions and some tests, in a
written, oral, or computerized form, and their answers are recorded to generate a cognitive test
score. The most common cognitive tests are the Clinical Dementia Rating (CDR) [1] and the
Mini Mental State Examination (MMSE) [2].

Results of these cognitive tests taken only once do not say much about the mental condition
of the patient; therefore, to have a reliable diagnosis, it is necessary to ask the patient to undergo
these cognitive exams multiple times, at different time points ( for example, once every 90 days,
one year, or two years). This way, the cognitive decline and the patient’s diagnosis can be
understood more clearly.

Longitudinal data collected through these cognitive tests can be included in electronic health
records (EHRs), which in turn can be used for scientific analyses. Unsupervised machine
learning approaches can help identify clusters of patients having a similar trend over time.

In this study, we analyzed a public dataset derived from EHRs called OASIS-2, which contains
data on patients suffering from dementia collected at 5 visits. We applied a set of clustering
techniques (𝑘-means, Hierarchical Clustering, GaussianMixtureModels, and Spectral Clustering)
to identify groups of patients following the same trends over time. Eventually, we investigated
the features of these clusters and identified some significant clusters where patients share
common traits. Our results show that unsupervised methods can be effective in identifying
meaningful groups made of patients suffering from dementia and of healthy individuals, and
can have a strong impact on medical practice: once our results are confirmed and validated
on another dataset, physicians will be able to use our findings to associate a new patient with
one of our clusters, after collecting their cognitive tests’ results Medical doctors will be able to
employ this information to design a better treatment.
Predicting dementia trends is useful for medical and economic reasons: patients suffering

from dementia, in fact, need constant assistance through home care facilities or hospitals, which
can become expensive. Understanding the semantics of relevant patients’ clusters, especially in
the ageing society, can be useful for medical and economic reasons. We designed this study also
to investigate which clinical factors can better characterize each cluster, towards the framework
of the “minimal electronic health record” [3, 4, 5].

Literature review Electronic health records (EHRs) analysis represents an unprecedented
source of information for health-related applications, ranging from epidemiological monitoring
of population diseases to treatment improvement and clinical research [6]. These new data
sources may offer new insights into the underlying heterogeneity of dementia, one of the
main causes of Alzheimer’s disease. Nevertheless, accurate analytic models from EHR data are
challenging due to data quality, data and label availability, and heterogeneity of data types.

Traditional health analytics modelling relies on expert-defined phenotyping and ad-hoc fea-
ture engineering, leading to models that present limited generalizability across different datasets.



Machine learning shifted the modelling paradigm from expert-driven feature engineering to
data-driven feature construction [7]. Several works propose supervised learning methods to
discover interconnections between diseases, predict the health status of patients, and prevent
diseases. Considering the lack of standardized instruments for detecting dementia, it is crucial
to develop methods to predict in advance the personalized risk of dementia to prevent it.
Deep Feedforward Networks which are Multi-Layer Perceptron models (MLP1 and MLP2),

and a Convolutional Bidirectional Long Short-Term Memory were compared in predicting the
risk of dementia using the Alzheimer’s Disease Neuroimaging Initiative data [8]. The proposed
models identify different patterns for Dementia, Minor Cognitive Impairment, and Cognitive
Normal classes, but lots of preprocessing on the available data was required.
In the [9] study, authors analyse the Alzheimer’s Disease Neuroimaging Initiative (ADNI)

dataset with supervised machine learning techniques to predict future disease states, considering
only data from non-invasive measurements derived from blood tests.
In [10], logistic regression (LR), Least Absolute Shrinkage and Selection Operator (LASSO),

random forest (RF), and eXtreme Gradient Boosting (XGBoost) algorithms were used to identify
probable AD and related dementia subphenotypes using routinely collected data from EHRs.

Others propose unsupervised learning methods to identify new patterns among no-labelled
sampled data that can be used to predict the possible evolution of a disease. One of the most
important unsupervised learning techniques is clustering, which can help discover patterns
and structures in labelled and unlabeled datasets, allowing the distribution of dementia patients
into subtypes based on key features recorded in the EHR. Moreover, clustering algorithms can
find patterns difficult to detect even by specialized medical doctors. In [11], they propose the
Poisson Dirichlet Model (PDM), an unsupervised generative probabilistic model based on the
Latent Dirichlet Allocation (LDA) to discover latent disease clusters and to stratify patients
into subgroups with similar characteristics and risk factors. The proposed method identifies
latent comorbidities that provide additional information on the risk factors of developing the
disease other than those correlated to age and sex. Different clustering algorithms, 𝑘-means,
kernel 𝑘-means, affinity propagation and latent class analysis, were employed in [12] to identify
subtypes of Alzheimer’s disease from EHRs. Different clusters were found with each clustering
method, and one particular cluster resulted in three out of the four adopted clustering methods,
suggesting the plausible presence of a specific disease subtype.
A multi-layer clustering algorithm was proposed in [13] to construct clusters of late MCI

subjects. Clusters of slow and rapidly declining subjects within the category of late MCI
were identified, showing pathological differences that suggest the need to subclassify late MCI
subjects further.
A two-stage clustering analysis [14] was applied to individuals with or without dementia

to identify subsets on which profiling is carried out according to features reported in the
Alzheimer’s features dataset. The analysis provided distinct patterns in the characteristics of
dementia patients within the different clusters regarding their sex, socio-economic status, age,
education level, and cognitive status.
Most studies differ in the dimensions used by the clustering algorithms, the dataset used,

and the variables and groups included in the datasets [15]. In addition, these studies based on
EHRs obtained with cognitive tests and brain scans do not consider the progression of dementia.
Hence, a longitudinal dimension to clustering is necessary to improve the identification of risk



factors for the future prognosis of the disease.
We organize the rest of the article as follows. After this Introduction, we describe the analyzed

dataset in section 2 and the unsupervised machine learning methods we use in section 3.
Aftwerwards, we report our results in subsection 3.3, and discuss them by outlining some
conclusions in section 4.

2. Dataset

The dataset used in this paper was derived from the Open Access Series of Imaging Studies (OA-
SIS 2) with longitudinal MRI data [16, 17], and publicly released online [18, 19]. The people in
the OASIS 2 study were chosen from a group of individuals who had taken part in magnetic
resonance imaging (MRI) longitudinal studies at theWashington University Alzheimer’s Disease
Research Center (ADRC). The choice was made based on the requirement of having at least
two separate visits where both clinical and MRI data were gathered. The project collected data
from MRI scans of 150 people between the ages of 60 and 96 years through a follow-up period.
Together with these magnetic resonance images, the curators of the dataset collected data of
the psychological tests taken by the patients and on their socio-economic status. The mean
follow—up time for the cohort is 2.91 (±0.01) years. Sample size significantly attenuates with
the number of visits. For this study, the single response variable was the Clinical Dementia
Rating (CDR), developed to measure dementia severity [1]. A CDR value of 0 indicates no
dementia, and CDRs of 0.5, 1, 2, and 3 represent very mild, mild, moderate, and severe dementia,
respectively. The clinical diagnosis of AD was determined as a 𝐶𝐷𝑅 ≥ 0.5 [16].

Moreover, OASIS 2 dataset provides several independent variables from the patient sociode-
mographic characteristics such as Sex (Female, Male), Age within the range of [60, 96] years
at the first visit, Education within the range of [6, 23] years, Socioeconomic Status (SES) (1 =
lower, 2 = lower middle, 3 = middle, 4 = upper middle, 5 = upper). Moreover, clinical predictor
variables were also available. These variables include the Mini-Mental State Exam (MMSE), the
Atlas scaling factor (ASF), the estimated total intracranial volume (eTIV), and the normalized
whole brain volume (nWBV).

The MMSE is a 30-point questionnaire with 30 questions covering arithmetic, memory, and
orientation to examine the cognitive situations of individuals. The Estimated Total Intracranial
Volume (eTIV) estimates intracranial brain volume. The normalized Whole Brain Volume
(nWBV) measures the volume of the whole brain. Finally, the ASF is a one-parameter scaling
factor that allows for comparison of the estimated total intracranial volume (eTIV) based on
differences in human anatomy. The explanation of the features of this dataset can be found in
Table 3 of the [20] study.

For the analysis conducted in this work, we considered the samples gathered during the first
four visits, and then reported the results for the first three, since they were the most meaningful.
Moreover, the patients whose not all variables are present have been excluded from the analysis.
Thus, the number of patients analysed in this work has been reduced to 142. Particularly,
the sample size at the time of the first visit comprises 86 healthy subjects and 56 cognitively
impaired patients. In this cohort, there were 84 (that is, 59%) women and 58 (that is, 41%) men.
The subjects for the clustering were input without considering the subject-ID, MRI-ID, and visit



visit #1 visit #2 visit #3 visit #4
(N=142) (N=137) (N=55) (N=14)

age
mean (SD) 75.4 (7.72) 77.4 (7.73) 79.3 (7.77) 79.6 (7.19)
median [min, max] 75.0 [60.0, 96.0] 78.0 [62.0, 98.0] 81.0 [64.0, 97.0] 80.0 [68.0, 92.0]

ASF
mean (SD) 1.21 (0.138) 1.20 (0.140) 1.17 (0.125) 1.15 (0.123)
median [min, max] 1.21 [0.883, 1.56] 1.19 [0.876, 1.59] 1.18 [0.956, 1.46] 1.18 [0.961, 1.31]

CDR
mean (SD) 0.246 (0.330) 0.325 (0.427) 0.227 (0.316) 0.179 (0.317)
median [min, max] 0 [0, 1.00] 0 [0, 2.00] 0 [0, 1.00] 0 [0, 1.00]

EDUC
mean (SD) 14.6 (2.90) 14.7 (2.92) 14.8 (3.05) 14.4 (2.56)
median [min, max] 15.0 [6.00, 23.0] 15.0 [6.00, 23.0] 15.0 [6.00, 23.0] 13.5 [12.0, 20.0]

eTIV
mean (SD) 1480 (175) 1480 (179) 1520 (165) 1540 (172)
median [min, max] 1450 [1120, 1990] 1480 [1110, 2000] 1490 [1200, 1840] 1490 [1340, 1830]

group
demented 56 (39.4%) 55 (40.1%) 13 (23.6%) 2 (14.3%)
non-demented 72 (50.7%) 70 (51.1%) 34 (61.8%) 10 (71.4%)
converted 14 (9.9%) 12 (8.8%) 8 (14.5%) 2 (14.3%)

MMSE
mean (SD) 27.6 (2.99) 27.0 (3.83) 28.1 (3.09) 27.5 (6.04)
median [min, max] 29.0 [17.0, 30.0] 28.0 [15.0, 30.0] 29.0 [16.0, 30.0] 29.5 [7.00, 30.0]

nWBV
mean (SD) 0.736 (0.0372) 0.727 (0.0385) 0.722 (0.0364) 0.726 (0.0334)
median [min, max] 0.736 [0.660, 0.837] 0.727 [0.646, 0.827] 0.718 [0.644, 0.801] 0.723 [0.682, 0.774]

SES
mean (SD) 2.49 (1.13) 2.49 (1.13) 2.38 (1.15) 2.29 (1.20)
median [min, max] 2.00 [1.00, 5.00] 2.00 [1.00, 5.00] 2.00 [1.00, 5.00] 2.00 [1.00, 4.00]

sex
woman 84 (59.2%) 81 (59.1%) 30 (54.5%) 7 (50.0%)
man 58 (40.8%) 56 (40.9%) 25 (45.5%) 7 (50.0%)

Table 1
Descriptive statistics the dataset. ASF: Atlas Scaling Factor. CDR: Clinical Dementia Rating. EDUC: years
of education. eTIV: Estimated Total Intracranial Volume. MMSE: Mini Mental State Examination.
nWBW: Normalize Whole Brain Volume. SES: Socio Economic Status.

attributes included in the OASIS-2 dataset. Descriptive statistics of the dataset are shown in
Table 1.

3. Methods

3.1. Our approach

We downloaded the dataset from Mendeley Data [19] as a comma-separated value (CSV) file
of 27.8 kilobytes (kB). We split the dataset into 5 subsets, each corresponding to a single visit.
Since the fifth visit subset contains data from only 6 patients, we discarded it: we used the
minimal number of 10 subjects per visit as heuristic threshold for our analysis. We removed the
MR‘Delay variable because it has identical values for the first visit.

We also removed the diagnosis variables CDR and dementia group to utilize them as validation
targets. After clustering patients’ data without these two variables, we study how the clusters



are characterized with respect to these two factors. For each cluster, we study the average CDR
value and the distribution of the dementia group among the patients.

We then applied the 𝑘-means and Hierarchical Clustering methods on the first visit subset
to optimize the number of clusters, resulting in 𝑘 = 3 in both cases measured through the
Silhouette score. We, therefore, decided to use 𝑘 = 3 clusters for all the visits’ subsets and
algorithms to keep our analyses consistent.

Our goal is to find clusters of patients that are stable both through the four visits and through
the clustering techniques and to analyze the characteristics and traits of these clusters based on
the dataset variables (Table 1).

3.2. Clustering techniques

For the aims of this paper, four types of clustering algorithms have been adopted: 𝑘-means [21],
Gaussian Mixture Models [22], Spectral Clustering [23], and Hierarchical Clustering [24]. We
selected the most popular clustering techniques for four different clustering approaches [25]:
partition-based (𝑘-means), based on hierarchy (hierarchical clustering), based on algebraic graph
theory (spectral clustering), and based on Gaussian distribution (Gaussian mixture models with
posterior probability calculated thorugh expectation-maximization).

We implemented our scripts by using the Python and R open source programming languages,
employing the scikit-learn software library of Python and the NbClust, sClust, FCPS, and
table1 packages in R.

Silhouette Score Davies-Bouldin Score Calinski Harabasz Score
[−1, +1] [0, +∞] [0, +∞]

𝑘-means 0.189937 1.795906 33.976650
Spectral Clustering 0.180429 1.539607 21.358736
Gaussian mixture 0.187361 2.041673 28.684796

Hierarchical Clustering 0.202786 1.726597 24.466958

Table 2
Clustering analysis results by internal metrics of the first visit

Adjusted Rand Fowlkes-Mallows
index score Homogeneity Completeness V measure
[−1, +1] [0, +1] [0, +1] [0, +1] [0, +1]

𝑘-means 0.305 0.587 0.272821 0.227680 0.248215
Spectral Clustering 0.116 0.541 0.099028 0.116921 0.107233
Gaussian mixture 0.152 0.516 0.106979 0.095135 0.100710

Hierarchical Clustering 0.251 0.589 0.322402 0.320250 0.321323

Table 3
Clustering analysis results by external metrics, with ground truth on dementia group, on first visit

Table 3 and Table 2 show a comparative analysis of the results obtained by the different
clustering algorithms employed from a purely analytical point of view. It is worth noting that
both tables refer specifically to patients at their first visit, as this visit includes a larger number
of patients than subsequent visits.



3.3. Results

The following section provides a comprehensive analysis of the clustering results achieved by
each adopted algorithm. The assessment of the adopted methods in clustering subjects relies
on applying the CDR and the dementia group as validation metrics.

Gaussian Mixture Model Clustering Figure S1 reports the statistical results concerning
the patients across the three separate clusters determined by applying the Gaussian Mixture
model for each visit throughout the longitudinal study. By looking at the clustering results
obtained on patients examined during the first visit, it is possible to observe that a cohort of 37
individuals has been assigned to Cluster 1. This group exhibits an average age of 79.38 years,
an average educational status of 12.38 years, and tends to possess a moderate socio-economic
status (3.27) on average. Specifically, the patients grouped within Cluster 1 exhibit the highest
average age, the most elevated socio-economic status, and the lowest education level compared
to patients belonging to Cluster 2 and Cluster 3. Moreover, Cluster 1 exhibits the lowest MMSE
score (24.7) among the three clusters, along with the lowest average value of nWBV. It is worth
mentioning that approximately 70% of the individuals in this cluster have been identified as
having mild or moderate cognitive decline, as evidenced by the value of CDR score greater than
zero, and they have been targeted as Demented (Figure S1). Notably, a higher prevalence of
dementia is observed among males than their female counterparts.

On the contrary, Cluster 3 consists of a cohort of 79 individuals, with a notable predominance of
females. This cluster is characterized by having the lowest age (73.94), the lowest eTIV (1393.34),
the highest MMSE (28.86), as well as the highest nWBV (0.75) on average. The subjects within
this cluster exhibit a higher education level than individuals in Cluster 1, notwithstanding a
marginally lower socioeconomic status. Furthermore, it is worth mentioning that a considerable
majority (74.7%) of patients in this particular cluster were initially identified as exhibiting normal
cognitive functioning during their initial visit, as indicated by a Clinical Dementia Rating score
of 0. In particular, the prevailing demographic trend within the non-demented patients suggests
a greater prevalence of females. However, in this cohort of healthy patients, a proportion of
18.6% (n=11) of individuals experienced conversion throughout the study period, with a marked
predominance of female patients (Table S1).
Finally, Cluster 2 comprises 26 individuals, mainly males. The average age of this cluster

aligns closely with that of Cluster 3 (i.e., 74.38 compared to 73.94). Cluster 2 presents the highest
education level and eTIV but the lowest socio-economic status. The level of MMSE is similar
to Cluster 3. The distribution of healthy and demented subjects is very similar. All patients
diagnosed with dementia and those who have undergone a conversion are exclusively male.
Regarding the outcomes of the second visit, it is evident that Cluster 3 exhibits analogous

characteristics to those observed in Cluster 1 pertaining to the first visit. This outcome can
be ascribed to the observation that a substantial majority (97%) of patients from the first visit,
who were initially categorized as Cluster 1, have been assigned to Cluster 3 of the second visit.
Furthermore, there has been an increase in the average age of the patients since they attended
their second visit at least two years after their initial one.

Similarly, Cluster 1 observed for the second visit exhibits comparable characteristics to Cluster
3 associated with the first visit. Cluster 1 comprises a significant majority of subjects, specifically



85%, who are grouped within Cluster 3 of the first visit. Additionally, it was observed that 75.8%
of the patients grouped under Cluster 2 of the second visit were also grouped under Cluster 2 of
the first visit. Similar grouping characteristics are evident for the third visit.

A mere fraction of patients enrolled in the longitudinal study were observed to have attended
the fourth scheduled visit. Due to the limited sample size, this grouping is deemed unfit to be
considered representative.

Ultimately, the findings obtained using the Gaussian Mixture model suggest that the clusters
exhibiting the highest degree of representation among individuals with cognitive impairments
throughout the longitudinal study are Visit 1 Cluster 1 (V1C1), Visit 2 Cluster 3 (V2C3), and
Visit 3 Cluster 1 (V3C1). On the contrary, the clusters denoted as V1C1, V2C1, and V3C3 have
been identified as the most indicative clusters within the population of healthy subjects.

𝑘-means Clustering The statistical data about patients categorized into three distinct clusters
identified by the 𝑘-means model across multiple visits during the longitudinal study are illus-
trated in Figure S2. By looking at the clustering results related to the patients examined during
the first visit, it can be observed that Cluster 1 comprises a total of 53 patients, with 88.68%
women and only 11% men. The average age of individuals is 71.96 years, with an education level
of 15.26 years and a low-middle socio-economic status (2.17) on average. Cluster 1 effectively
consolidates individuals with noticeably younger ages, with the highest MMSE quantified at
29.15 and the most substantial nWBV recorded at 0.76. Furthermore, it should be noted that a
significant proportion of patients identified within this particular cluster, specifically 83%, were
initially diagnosed as being within normal parameters during their initial visit. All individuals
who experienced conversion during the subsequent visits are identified as female based on the
Group label in Figure S2.
Conversely, Cluster 3 comprises 47 individuals, where approximately 68% of the cluster’s

population are men, while women constitute the remaining 32%. Cluster 3 has the highest
average age (77.85), the highest socio-economic status (3.45), and the lowest education level
(12.13) compared to the other clusters of the same visit. Moreover, Cluster 3 highlights the
lowest MMSE score (i.e., 26.13) among the three clusters and a lower average value of nWBV
than Cluster 3 but the same of nWBV compared to Cluster 2. By looking at CDR, almost 64%
of this cluster’s patients have been diagnosed with mild or moderate cognitive decline (i.e.,
𝐶𝐷𝑅 > 0) and have been targeted as Demented. The majority of patients who do not exhibit
symptoms of dementia are female.
Finally, Cluster 2 encompasses 42 subjects, of which 88% are male and only 12% are female.

This cluster comprises individuals whose average age closely aligns with that of Cluster 3. The
results demonstrate that, on average, individuals in this cluster possess the highest level of
education (16.69) and the highest eTIV value (1676.33). However, they exhibit the lowest socio-
economic status (1.83). The cognitive performance as measured by the MMSE is marginally
superior compared to Cluster 3. The distribution of individuals exhibiting well-preserved
cognitive abilities and those afflicted by dementia demonstrates a nearly equivalent distribution.
The findings from the second visit reveal that Cluster 2 exhibits analogous characteristics

observed for Cluster 1 related to the first visit. Patients transition from Cluster 1 to Cluster 2
during the second visit is observed in 92% of the cases. Similarly, the statistics of Cluster 3



observed for the second visit demonstrate similarities when compared to the statistics of Cluster
3 of the first visit. Comparable grouping characteristics are also evident for the third visit.

Hence, the clusters V1C3, V2C3, and V3C3 can potentially be identified as the most represen-
tative cohorts exhibiting cognitive impairment. On the contrary, when assessing individuals in
good health, results suggest that the clusters V1C1, V2C2, and V3C1 exhibit the utmost degree
of representativeness.

Hierarchical Clustering The table in Figure S3 presents the statistical information about the
patients categorized into three distinct clusters based on the Hierarchical Clustering model, as
observed during each visit within the longitudinal study. An analysis of the clustering outcomes
of the individuals evaluated during their initial visit reveals that Cluster 1 encompasses a cohort
of 60 patients, out of which 91.67% are female, and a mere 8% are male. The average age
of individuals is 74.58 years, with an average education level of 15.4 years and a low-middle
socio-economic status (2.12). Cluster 1 groups individuals with the highest MMSE (29.12) as well
as the highest nWBV (0.76). Individuals in Cluster 1 exhibit a comparatively higher education
level than individuals within Cluster 3, while their socio-economic status demonstrates a slight
decrease. Moreover, the findings indicate that a substantial majority of individuals (86.7%)
within this cluster showed a healthy diagnosis during their initial visit, as evidenced by a CDR
score of 0. Most individuals diagnosed as non-demented within the cluster exhibit female sex.
All converted individuals exclusively pertain to the female sex (group label in Figure S2).

On the contrary, Cluster 3 comprises 54 individuals, with women accounting for 54% and men
representing 46% of the group. The average age of this cluster is 76.89 years, with an education
level of 12.56 years. Additionally, the average socio-economic status of this cluster is moderately
middle-class, with a value of 3.41. Mainly, the patients in this cluster have the highest average
age and the lowest education level (12.56) compared to the other clusters. Moreover, Cluster
3 highlights the lowest MMSE score (i.e., 26.04) and the lowest nWBV value (0.72) among the
three clusters. A thorough analysis of the CDR reveals that 66.7% of the patients within this
particular cluster exhibit mild to moderate cognitive decline, as indicated by a 𝐶𝐷𝑅 > 0. The
Group label in Figure S2 indicates these individuals as Demented.

Lastly, Cluster 2 comprises a cohort of 28 male patients. This grouping comprises individuals
with a comparable average age with Cluster 1. The members within this cluster exhibit the
most elevated average level of education and the highest eTIV, whereas their socioeconomic
status (1.54) is relatively low. The MMSE level (27.5) exhibits a marginal increment compared
to Cluster 3 (26.3). The demographic distribution of individuals classified as healthy and those
diagnosed with dementia exhibits striking similarity.
Shifting focus towards the outcomes of the second visit, it is evident that Cluster 3 exhibits

analogous characteristics when juxtaposed with Cluster 1 about the first visit. Analogously, the
second visit unveils analogous statistical characteristics between Cluster 1 and the first visit’s
Cluster 3. Comparable grouping characteristics are also observed for the third visit.

Therefore, results suggest that V1C3, V2C1, and V3C1 may be regarded as the most indicative
clusters of subjects with cognitive impairment. Similarly, V1C3, V2C3, and V3C3 can be
perceived as the most representative clusters of individuals who exhibit sound cognitive function.



Spectral Clustering Table S1, Table S2, Table S3, and Table S4 present the statistical charac-
teristics of the patients assigned to the three distinct clusters identified by the Spectral Clustering
model for every visit conducted in the course of the longitudinal study.
After analyzing the clustering analysis results of the patients that undertaken the first visit,

it was observed that a group denoted as Cluster 1 includes a total of 83 female patients. The
average age of individuals in this cluster is 75.7 years, with an average education level of 14.5
years and a middle socio-economic status (2.53). Cluster 1 encompasses females with the highest
MMSE (28.2), as well as the highest nWBV (0.744). Moreover, 72.7% of patients in this cluster
were diagnosed as healthy at the time of the first visit (CDR=0). Among them, 12% converted
during the longitudinal study.
On the other hand, Cluster 2 consists of a cohort of 30 individuals, primarily comprised of

males, with an average age of 75.9 years. Their level of education is measured at an average of
12.6 years, alongside a moderate socio-economic status of 3.33. Mainly, the patients in such
a cluster have the highest average age and the lowest education level (12.6) compared to the
other clusters. Moreover, Cluster 2 highlights the lowest MMSE score (i.e., 26) and the lowest
nWBV value (0.724) among the three clusters. By looking at Group label, 66.7% of the patients
belonging to this cluster have been diagnosed as Demented.

Finally, Cluster 3 comprises a cohort of 29male participants. This cluster comprises individuals
with an average age comparable to Cluster 1. The members comprising this particular cluster
exhibit the most elevated average education level (17.3) along with the highest eTIV (1700) but
the lowest socio-economic status (1.52). The level of MMSE (27.6) exhibits a marginal increase
compared to Cluster 2. The prevalence of healthy and demented subjects is nearly equivalent in
their distribution.
Regarding the findings of the second visit, it emerges that Cluster 1 exhibits analogous

attributes compared to Cluster 2 of the first visit. Similarly, Cluster 3 in the second visit exhibits
comparable statistical patterns to those observed in Cluster 1 of the first visit. Similar grouping
characteristics are presented for the third visit.
Thus, V1C2, V2C1, and V3C1 can be regarded as the most indicative clusters of cognitively

impaired individuals, while V1C1, V2C3, and V3C3 can be regarded as the most representative
clusters of healthy participants.

4. Discussion & Conclusions

In this work, we conducted an examination of a publicly available dataset, namely OASIS-2,
which encompasses information about individuals diagnosed with dementia, collected over
the course of five distinct visits. The primary aim of our study was to utilize a set of different
clustering techniques (𝑘-means, Hierarchical Clustering, Gaussian mixed models, and Spectral
Clustering) for discerning patient cohorts exhibiting similar patterns over time.
To assess the effectiveness of diverse clustering methodologies regarding the outcomes

of clustering processes, we analysed the clusters derived from distinct clustering algorithms
employed, with a specific focus on the first visit. Particularly, by referring to the data presented
in Table 1, we can see that out of the total population of 142 patients, 86 individuals have no
cognitive impairment, and 56 patients have been diagnosed with mild or moderate cognitive



impairment. Clustering results show that the 𝑘-means algorithm successfully groups together
52.3% (45 out of 86) of healthy patients, while the hierarchical algorithm achieves a higher
percentage of 61.6% (53 out of 86).
Notably, the number of healthy individuals at the initial visit is determined by summing

the number of non-demented individuals and converted patients. Converted patients refer to
individuals who were identified as healthy during the initial visit but later experienced a change
in their health status over the follow-up period.

Moreover, the Gaussian model demonstrates a clustering accuracy of 69.8% (60 out of 86), and
the Spectral Clustering algorithm accurately clusters 69.8% (60 out of 86) of healthy patients.
As concerns the cognitively impaired individuals, the 𝑘-means algorithm successfully groups
together 53.6% (30 out of 56), the hierarchical algorithm achieves 64.3% (36 out of 56), the
Gaussian model 46.4% (26 out of 56) and the Spectral Clustering 35.7% (20 out of 56). As we can
see, the Spectral Clustering and the Gaussian model perform better in clustering healthy patients.
On the other hand, Spectral Clustering is the worst in clustering patients with dementia, while
the hierarchical model is the best. We can note that the hierarchical model reaches comparable
efficacy in clustering healthy and demented patients.

Furthermore, we analysed the clusters differently by looking at their cardinality. It is observ-
able that the 𝑘-means algorithm identifies two distinct clusters: Cluster 1, which consists of
84.9% (45 out of 53) of individuals diagnosed as healthy patients, and Cluster 3, which contains
63.8% (30 out of 47) of individuals diagnosed as cognitively impaired. The Gaussian model
reveals the presence of Cluster 3, comprising 75.9% (60 out of 79) of individuals diagnosed as
healthy, as well as Cluster 1, consisting of 70.2% (26 out of 37) of individuals characterized as
cognitively impaired. The hierarchical model demonstrates the existence of two particular
clusters, specifically Cluster 1, predominantly comprising 88.3% (53 out of 60) healthy individuals,
and Cluster 3, mainly consisting of 66.7% (36 out of 54) cognitively impaired individuals.

The Spectral Clustering technique identifies two distinct clusters Cluster 1 comprising approx-
imately 72.3% (60 out of 83) of individuals classified as healthy, whereas Cluster 2 encompassing
approximately 66.7% (20 out of 30) of individuals diagnosed with cognitive impairment.
We can also note in this case that the hierarchical model reaches better results in finding

more homogeneous clusters of healthy and demented patients.
Finally, we conducted an analysis to investigate the features of these clusters and identified

some significant clusters where patients share common traits. Mainly, we note that although
the cardinality of clusters among algorithms is different, the features of the clusters are almost
similar. As we can see above, 𝑘-means’s V1C1, Mixture Gaussian’s V1C3, Hierarchical’s V1C1
and Spectral cluster’s V1C1 could be considered as the most representative clusters grouping of
healthy subjects with respect to the four algorithms.
In each of these clusters, individuals who demonstrate an MMSE score higher than 28 and

nWBV greater than 0.744, along with a moderate level of education (roughly 15 years), might
have a minor likelihood of being diagnosed with dementia, regardless of their socio-economic
status falling within the lower-middle level. Note: Here we refer to likelihood and risk in
sociological terms, not in statistical terms.
Conversely, as we can see from 𝑘-means’s V1C3, Mixture Gaussian’s V1C1, Hierarchical’s

V1C3, and Spectral Clustering V1C2, individuals characterized by an MMSE lower than 26 and
nWBV lower than 0.72 with lower-middle educational level (around 12) have a major risk of



being diagnosed as demented although they show a middle socio-economic status (> 3).
It is also worth noting that, differently from other techniques, the clusters determined by the

Spectral Clustering differentiated mostly based on sex.
In summary, this study employed various clustering methodologies to categorize cohorts

of patients exhibiting comparable characteristics, utilizing data collected from a longitudinal
investigation. The clustering analysis results demonstrated the presence of discernible patterns
within the distinct clusters obtained for each employed technique. Each clustering algorithm that
has been adopted has successfully identified the same patterns, albeit with varying performance
levels. Finally, we derived initial insights from previous findings, whichwill serve as a foundation
for future investigations on more extensive datasets related to dementia.

• First of all, although age is not a primary cause of dementia, the risk of developing
dementia increases with ageing.

• Female subjects with higher values of nWBV and higher values of MMSE present a lower
risk of having dementia diagnosis.

• Conversely, subjects (both male and female) with lower nWBV values and a lower MMSE
and education level are more likely to be diagnosed as demented.

• Lower value of SES, higher education level, and higher MMSE are not good predictors for
men. The demented and non-demented subjects cannot be effectively distinguished from
these features.

• SES values of cognitively impaired patients are distributed across a higher range value
than SES of normal patients.

• Further investigation is required to understand the variations between sexes.

Limitations and future developments Regarding limitations and aspects to improve, we
have to report that we performed our clustering analysis on a single dataset, with a limited
number of subjects. We therefore cannot claim that our results are general for most of the
patients suffering from dementia: they are limited to the subjects of this dataset. Moreover, we
focused our analysis on the change of the feature values, and not on the moves of the patients
between clusters. In the future, we plan to extend the patient-oriented side of this study, by
considering how many patients move through the clusters for each method. We also plan to
apply our approach on a validation cohort dataset, even if we know that it is difficult to find
a suitable one with a similar set of features. And we foresee to use longitudinal clustering
algorithms such as longitudinal 𝑘-means (kml [26]) and trajectory analysis (traj [27]), two-step
clustering, and dynamic clustering methods [28]. Moreover, we plan to collaborate with medical
doctors and collect their insights about the medical significance of the clusters. Finally, we plan
to use alternative clustering techniques such as DBSCAN or fuzzy clustering.

Additional sections
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Cluster 1        
(N=37)

Cluster 2 
(N=26)

Cluster 3 
(N=79)

Cluster 1        
(N=70)

Cluster 2 
(N=33)

Cluster 3   
(N=34)

 79.38 (7.44)  74.38 (5.79)  73.94 (7.72)   75.46 (7.51)  77.48 (7.04)  81.26 (7.22)  
 [62   96] [61   89] [60   93]   [62   95] [62   94] [65   98]  

      
 1.19 (0.15)  1.04 (0.07)  1.27 (0.09)   1.27 (0.09)  1.04 (0.08)  1.21 (0.14)  

 [0.883   1.525] [0.897   1.134] [1.07   1.563]   [1.107   1.587] [0.876   1.19] [0.996   1.535]  
      

 11 (29.7%)  15  (57.7%)  59  (74.7%)   47 (67.1%)  18  (54.5%)  8  (23.5%)  
 26  (70.3%)  11 (42.3%)  20  (25.3%)   23  (32.9%)  15 (45.5%)  26  (76.5%)  

      
 12.38 (2.48)  17.62 (1.5)  14.73 (2.46)   14.67 (2.24)  17.58 (1.79)  12.06 (2.36)  

 [6   17]  [15   20]  [11   23]   [11   18]  [14   23]  [6   17]  
      

 1494.22 (192.43)  1698.42 (121.17)  1393.34 (96.81)   1390.57 (100.01)  1698.73 (134.53)  1466.03 (163.49)  
 [1151   1987]  [1547   1957]  [1123   1640]   [1106   1586]  [1474   2004]  [1143   1762]  

      
  26 (70.3%)   11 (42.3%)   19  (24.1%)    18 (25.7%)   12 (36.4%)   25  (73.5%)  

  Female 10 0 14 13 0 11
  Male 16 11 5 5 12 14

  11 (29.7%)   12 (46.2%)   49  (62.0%)    43 (61.4%)   18 (54.5%)   9  (26.5%)  
 Female 4 2 44 39 5 5
 Male 7 10 5 4 13 4

  0 (0.0%)   3 (11.5%)   11  (13.9%)    9 (12.9%)   3 (9.1%)   0  (0.0%)  
 Female 0 0 10 8 0 0
 Male 0 3 1 1 3 0

      
 24.7 (3.71)  28.04 (2.33)  28.86 (1.46)   28.3 (1.9)  28.3 (2.33)  23.06 (5.02)  

 [17   30]  [22   30]  [23   30]   [21   30]  [21   30]  [15   30]  
      

 0.71 (0.03)  0.73 (0.03)  0.75 (0.04)   0.75 (0.03)  0.72 (0.03)  0.7 (0.03)  
 [0.66   0.756]  [0.68   0.781]  [0.666   0.837]   [0.663   0.827]  [0.663   0.781]  [0.646   0.751]  

      
 3.27 (1.11)  1.46 (0.57)  2.47 (0.98)   2.44 (0.95)  1.58 (0.74)  3.47 (0.98)  
 [1.0   5.0]  [1.0   3.0]  [1.0   4.0]   [1.0   4.0]  [1.0   4.0]  [1.0   5.0]  

      
 14 (37.84%)  2 (7.69%)  68 (86.08%)   60 (85.71%)  5 (15.15%)  16 (47.06%)  
 23 (62.16%)  24 (92.31%)  11 (13.92%)   10 (14.29%)  28 (84.85%)  18 (52.94%)  

Cluster 1        
(N=10)

Cluster 2 
(N=15)

Cluster 3    
(N=30)

Cluster 1        
(N=5)

Cluster 2     
(N=7)

Cluster 3     
(N=2)

     
 79.9 (7.3)  80.67 (6.89)  78.43 (8.09)   80.0 (6.54)  77.0 (5.81)  88.0 (4.0)  
 [71   91] [68   93] [64   97]   [68   85] [72   89] [84   92]  

      
 1.21 (0.06)  1.01 (0.04)  1.24 (0.09)   1.0 (0.04)  1.23 (0.06)  1.22 (0.01)  

 [1.104   1.317] [0.956   1.099] [1.053   1.461]   [0.961   1.052] [1.162   1.307] [1.208   1.234]  
      

 2 (20.0%)  9  (60.0%)  23  (76.7%)   3 (60.0%)  6  (85.7%)  1  (50.0%)  
 8  (80.0%)  6 (40.0%)  7  (23.3%)   2  (40.0%)  1 (14.3%)  1  (50.0%)  

      
 11.1 (2.21)  16.6 (2.24)  15.2 (2.51)   16.6 (2.65)  12.71 (0.7)  15.0 (1.0)  

 [6   14]  [12   20]  [12   23]   [12   20]  [12   14]  [14   16]  
      

 1454.0 (69.56)  1737.13 (74.81)  1424.3 (103.35)   1750.4 (62.24)  1426.29 (67.29)  1438.0 (15.0)  
 [1332   1590]  [1597   1836]  [1202   1667]   [1668   1826]  [1342   1510]  [1423   1453]  

      
  6 (60.0%)   3 (20.0%)   4  (13.3%)    1 (20.0%)   1 (14.3%)   0  (0.0%)  

  Female 2 0 1 0 0 0
  Male 4 3 3 1 1 0

  2 (20.0%)   10 (66.7%)   22  (73.3%)    3 (60.0%)   6 (85.7%)   1  (50.0%)  
 Female 1 1 20 0 5 1
 Male 1 9 2 3 1 0

  2 (20.0%)   2 (13.3%)   4  (13.3%)    1 (20.0%)   0 (0.0%)   1  (50.0%)  
 Female 2 0 3 0 0 1
 Male 0 2 1 1 0 0

      
 24.7 (4.54)  28.07 (2.77)  29.3 (1.07)   25.0 (9.01)  29.0 (1.41)  28.5 (1.5)  

 [16   30]  [19   30]  [25   30]   [7   30]  [26   30]  [27   30]  
      

 0.7 (0.02)  0.71 (0.03)  0.73 (0.04)   0.71 (0.03)  0.75 (0.03)  0.69 (0.01)  
 [0.679   0.76]  [0.666   0.759]  [0.644   0.801]   [0.682   0.755]  [0.706   0.774]  [0.684   0.696]  

      
 3.7 (0.78)  1.8 (1.11)  2.23 (0.88)   1.6 (0.8)  3.14 (0.83)  1.0 (0.0)  
 [2.0   5.0]  [1.0   4.0]  [1.0   4.0]   [1.0   3.0]  [2.0   4.0]  [1.0   1.0]  

      
 5 (50.0%)  1 (6.67%)  24 (80.0%)   0 (0.0%)  5 (71.43%)  2 (100.0%)  
 5 (50.0%)  14 (93.33%)  6 (20.0%)   5 (100.0%)  2 (28.57%)  0 (0.0%)  

Visit 1 Visit 2
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Figure S1: Clustering Results of Gaussian model, descriptive tables for each visit



Cluster 1        
(N=53)

Cluster 2 
(N=42)

Cluster 3 
(N=47)

Cluster 1        
(N=35)

Cluster 2 
(N=70)

Cluster 3   
(N=32)

     
 71.96 (7.33)  77.12 (7.37)  77.85 (6.93)   77.43 (6.97)  75.74 (7.76)  80.94 (7.13)  

 [60   89] [61   96] [62   93]   [62   94] [62   95] [65   98]  
      

 1.27 (0.1)  1.05 (0.09)  1.27 (0.1)   1.04 (0.08)  1.28 (0.1)  1.21 (0.12)  
 [1.07   1.563] [0.883   1.25] [1.063   1.525]   [0.876   1.19] [1.107   1.587] [0.996   1.535]  

      
 44 (83.0%)  24  (57.1%)  17  (36.2%)   18 (51.4%)  48  (68.6%)  7  (21.9%)  
 9  (17.0%)  18 (42.9%)  30  (63.8%)   17  (48.6%)  22 (31.4%)  25  (78.1%)  

      
 15.26 (2.11)  16.69 (2.41)  12.13 (2.11)   17.46 (1.81)  14.67 (2.23)  11.84 (2.29)  

 [12   18]  [11   23]  [6   18]   [14   23]  [11   18]  [6   17]  
      

 1394.91 (104.63)  1676.33 (139.4)  1386.87 (105.85)   1695.69 (132.72)  1384.17 (104.0)  1468.81 (148.18)  
 [1123   1640]  [1404   1987]  [1151   1651]   [1474   2004]  [1106   1586]  [1143   1762]  

      
  8 (15.1%)   18 (42.9%)   30  (63.8%)    14 (40.0%)   17 (24.3%)   24  (75.0%)  

  Female 5 2 17 1 13 10
  Male 3 16 13 13 4 14

  38 (71.7%)   20 (47.6%)   14  (29.8%)    18 (51.4%)   44 (62.9%)   8  (25.0%)  
 Female 35 3 12 5 40 4
 Male 3 17 2 13 4 4

  7 (13.2%)   4 (9.5%)   3  (6.4%)    3 (8.6%)   9 (12.9%)   0  (0.0%)  
 Female 7 0 3 0 8 0
 Male 0 4 0 3 1 0

      
 29.15 (1.04)  27.38 (2.94)  26.13 (3.61)   27.74 (3.23)  28.33 (1.88)  23.28 (4.98)  

 [26   30]  [19   30]  [17   30]   [17   30]  [21   30]  [15   30]  
      

 0.76 (0.03)  0.72 (0.03)  0.72 (0.03)   0.72 (0.03)  0.75 (0.03)  0.69 (0.03)  
 [0.666   0.837]  [0.67   0.781]  [0.66   0.777]   [0.663   0.781]  [0.663   0.827]  [0.646   0.751]  

      
 2.17 (0.91)  1.83 (0.95)  3.45 (0.82)   1.57 (0.73)  2.44 (0.95)  3.59 (0.86)  
 [1.0   4.0]  [1.0   4.0]  [2.0   5.0]   [1.0   4.0]  [1.0   4.0]  [1.0   5.0]  

      
 47 (88.68%)  5 (11.9%)  32 (68.09%)   6 (17.14%)  61 (87.14%)  14 (43.75%)  
 6 (11.32%)  37 (88.1%)  15 (31.91%)   29 (82.86%)  9 (12.86%)  18 (56.25%)  

Cluster 1        
(N=28)

Cluster 2 
(N=22)

Cluster 3    
(N=5)

Cluster 1        
(N=3)

Cluster 2     
(N=5)

Cluster 3     
(N=6)

     
 77.43 (7.48)  81.45 (7.47)  80.4 (7.23)   86.0 (4.32)  80.0 (6.54)  76.17 (5.87)  

 [64   93] [68   97] [71   88]   [82   92] [68   85] [72   89]  
      

 1.25 (0.09)  1.06 (0.09)  1.24 (0.06)   1.25 (0.04)  1.0 (0.04)  1.22 (0.05)  
 [1.104   1.461] [0.956   1.246] [1.184   1.317]   [1.208   1.307] [0.961   1.052] [1.162   1.297]  

      
 21 (75.0%)  13  (59.1%)  0  (0.0%)   2 (66.7%)  3  (60.0%)  5  (83.3%)  
 7  (25.0%)  9 (40.9%)  5  (100.0%)   1  (33.3%)  2 (40.0%)  1  (16.7%)  

      
 14.0 (2.09)  16.91 (2.39)  10.4 (2.94)   14.33 (1.25)  16.6 (2.65)  12.67 (0.75)  

 [11   18]  [12   23]  [6   14]   [13   16]  [12   20]  [12   14]  
      

 1413.21 (95.05)  1665.95 (129.01)  1421.0 (66.62)   1406.0 (46.88)  1750.4 (62.24)  1440.33 (62.46)  
 [1202   1590]  [1408   1836]  [1332   1483]   [1342   1453]  [1668   1826]  [1353   1510]  

      
  3 (10.7%)   5 (22.7%)   5  (100.0%)    0 (0.0%)   1 (20.0%)   1  (16.7%)  

  Female 1 0 2 0 0 0
  Male 2 5 3 0 1 1

  20 (71.4%)   14 (63.6%)   0  (0.0%)    2 (66.7%)   3 (60.0%)   5  (83.3%)  
 Female 18 4 0 2 0 4
 Male 2 10 0 0 3 1

  5 (17.9%)   3 (13.6%)   0  (0.0%)    1 (33.3%)   1 (20.0%)   0  (0.0%)  
 Female 5 0 0 1 0 0
 Male 0 3 0 0 1 0

      
 29.11 (1.18)  28.5 (2.41)  21.0 (3.58)   29.0 (1.41)  25.0 (9.01)  28.83 (1.46)  

 [25   30]  [19   30]  [16   26]   [27   30]  [7   30]  [26   30]  
      

 0.74 (0.03)  0.71 (0.03)  0.7 (0.01)   0.71 (0.03)  0.71 (0.03)  0.74 (0.03)  
 [0.684   0.801]  [0.644   0.759]  [0.679   0.713]   [0.684   0.747]  [0.682   0.755]  [0.706   0.774]  

      
 2.5 (0.94)  1.82 (0.98)  4.2 (0.4)   1.33 (0.47)  1.6 (0.8)  3.33 (0.75)  
 [1.0   4.0]  [1.0   4.0]  [4.0   5.0]   [1.0   2.0]  [1.0   3.0]  [2.0   4.0]  

      
 24 (85.71%)  4 (18.18%)  2 (40.0%)   3 (100.0%)  0 (0.0%)  4 (66.67%)  
 4 (14.29%)  18 (81.82%)  3 (60.0%)   0 (0.0%)  5 (100.0%)  2 (33.33%)  
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Figure S2: Clustering Results of 𝑘-means model, descriptive tables for each visit



Cluster 1        
(N=60)

Cluster 2 
(N=28)

Cluster 3   
(N=54)

Cluster 1        
(N=63)

Cluster 2 
(N=26)

Cluster 3   
(N=48)

 74.58 (9.26)  74.46 (6.34)  76.89 (6.02)   81.75 (7.26)  77.23 (5.76)  71.75 (5.04)  
 [60   96] [61   89] [62   90]   [65   98] [62   91] [62   81]  

      
 1.26 (0.1)  1.03 (0.07)  1.24 (0.12)   1.22 (0.14)  1.04 (0.09)  1.26 (0.1)  

 [1.023   1.563] [0.883   1.134] [0.984   1.525]   [0.876   1.535] [0.909   1.255] [1.054   1.587]  
      

 52 (86.7%)  15  (53.6%)  18  (33.3%)   27 (42.9%)  13  (50.0%)  33  (68.8%)  
 8  (13.3%)  13 (46.4%)  36  (66.7%)   36  (57.1%)  13 (50.0%)  15  (31.2%)  

      
 15.4 (2.4)  17.07 (1.91)  12.56 (2.35)   13.84 (3.08)  17.46 (1.55)  14.4 (2.27)  
 [12   23]  [12   20]  [6   18]   [6   23]  [15   20]  [11   18]  

      
 1403.3 (113.08)  1719.54 (126.43)  1429.15 (137.4)   1461.32 (167.19)  1696.38 (139.08)  1397.38 (104.11)  

 [1123   1715]  [1547   1987]  [1151   1783]   [1143   2004]  [1398   1931]  [1106   1665]  
      

  7 (11.7%)   13 (46.4%)   36  (66.7%)    33 (52.4%)   10 (38.5%)   12  (25.0%)  
  Female 5 0 19 16 0 8
  Male 2 13 17 17 10 4

  44 (73.3%)   12 (42.9%)   16  (29.6%)    27 (42.9%)   12 (46.2%)   31  (64.6%)  
 Female 41 0 9 22 0 27
 Male 3 12 7 5 12 4

  9 (15.0%)   3 (10.7%)   2  (3.7%)    3 (4.8%)   4 (15.4%)   5  (10.4%)  
 Female 9 0 1 3 0 5
 Male 0 3 1 0 4 0

      
 29.12 (1.1)  27.5 (2.77)  26.04 (3.61)   25.1 (4.74)  28.69 (1.54)  28.58 (1.4)  

 [26   30]  [19   30]  [17   30]   [15   30]  [25   30]  [24   30]  
      

 0.76 (0.04)  0.73 (0.03)  0.72 (0.03)   0.7 (0.03)  0.72 (0.03)  0.76 (0.03)  
 [0.666   0.837]  [0.674   0.781]  [0.66   0.777]   [0.646   0.757]  [0.663   0.781]  [0.705   0.827]  

      
 2.12 (0.88)  1.54 (0.78)  3.41 (0.83)   2.84 (1.12)  1.54 (0.75)  2.54 (1.02)  
 [1.0   4.0]  [1.0   4.0]  [2.0   5.0]   [1.0   5.0]  [1.0   4.0]  [1.0   4.0]  

      
 55 (91.67%)  0 (0.0%)  29 (53.7%)   41 (65.08%)  0 (0.0%)  40 (83.33%)  
 5 (8.33%)  28 (100.0%)  25 (46.3%)   22 (34.92%)  26 (100.0%)  8 (16.67%)  

Cluster 1        
(N=25)

Cluster 2 
(N=13)

Cluster 3    
(N=17)

Cluster 1        
(N=4)

Cluster 2     
(N=7)

Cluster 3     
(N=3)

     
 83.76 (6.67)  79.38 (6.32)  72.71 (4.81)   78.75 (6.76)  79.0 (6.78)  82.33 (6.8)  

 [71   97] [68   92] [64   82]   [68   85] [72   92] [73   89]  
      

 1.21 (0.09)  1.01 (0.05)  1.24 (0.09)   1.01 (0.03)  1.24 (0.06)  1.12 (0.11)  
 [1.006   1.433] [0.956   1.099] [1.104   1.461]   [0.961   1.052] [1.162   1.307] [0.964   1.215]  

      
 13 (52.0%)  7  (53.8%)  14  (82.4%)   2 (50.0%)  6  (85.7%)  2  (66.7%)  
 12  (48.0%)  6 (46.2%)  3  (17.6%)   2  (50.0%)  1 (14.3%)  1  (33.3%)  

      
 13.96 (3.36)  16.85 (1.99)  14.59 (2.38)   17.75 (1.48)  13.57 (1.18)  12.0 (0.0)  

 [6   23]  [12   20]  [11   18]   [16   20]  [12   16]  [12   12]  
      

 1462.92 (115.53)  1739.54 (79.6)  1419.94 (104.04)   1733.0 (57.7)  1418.71 (63.54)  1583.0 (168.42)  
 [1225   1744]  [1597   1836]  [1202   1590]   [1668   1826]  [1342   1510]  [1444   1820]  

      
  9 (36.0%)   3 (23.1%)   1  (5.9%)    1 (25.0%)   0 (0.0%)   1  (33.3%)  

  Female 3 0 0 0 0 0
  Male 6 3 1 1 0 1

  12 (48.0%)   8 (61.5%)   14  (82.4%)    2 (50.0%)   6 (85.7%)   2  (66.7%)  
 Female 10 0 12 0 6 0
 Male 2 8 2 2 0 2

  4 (16.0%)   2 (15.4%)   2  (11.8%)    1 (25.0%)   1 (14.3%)   0  (0.0%)  
 Female 3 0 2 0 1 0
 Male 1 2 0 1 0 0

      
 27.4 (3.74)  27.85 (2.9)  29.41 (0.84)   23.75 (9.68)  29.43 (1.05)  28.0 (1.63)  

 [16   30]  [19   30]  [28   30]   [7   30]  [27   30]  [26   30]  
      

 0.7 (0.02)  0.71 (0.03)  0.76 (0.02)   0.7 (0.02)  0.74 (0.04)  0.73 (0.02)  
 [0.644   0.741]  [0.666   0.759]  [0.718   0.801]   [0.682   0.734]  [0.684   0.774]  [0.706   0.755]  

      
 2.72 (1.15)  1.62 (1.0)  2.47 (0.92)   1.25 (0.43)  2.29 (1.03)  3.67 (0.47)  
 [1.0   5.0]  [1.0   4.0]  [1.0   4.0]   [1.0   2.0]  [1.0   4.0]  [3.0   4.0]  

      
 16 (64.0%)  0 (0.0%)  14 (82.35%)   0 (0.0%)  7 (100.0%)  0 (0.0%)  
 9 (36.0%)  13 (100.0%)  3 (17.65%)   4 (100.0%)  0 (0.0%)  3 (100.0%)  
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Figure S3: Clustering Results of Hierarchical model, descriptive tables for each visit



Spectral Clustering applied to the 1st visit subset
cluster 1 cluster 2 cluster 3
(N=83) (N=30) (N=29)

age
mean (SD) 75.7 (8.13) 75.9 (7.97) 74.2 (6.26)
median [min, max] 75.0 [60.0, 96.0] 78.0 [60.0, 90.0] 74.0 [61.0, 89.0]

ASF
mean (SD) 1.27 (0.108) 1.18 (0.104) 1.04 (0.0818)
median [min, max] 1.26 [1.02, 1.56] 1.20 [0.984, 1.34] 1.06 [0.883, 1.20]

CDR
mean (SD) 0.181 (0.308) 0.400 (0.332) 0.276 (0.343)
median [min, max] 0 [0, 1.00] 0.500 [0, 1.00] 0 [0, 1.00]

EDUC
mean (SD) 14.5 (2.80) 12.6 (2.10) 17.3 (1.65)
median [min, max] 14.0 [8.00, 23.0] 12.0 [6.00, 16.0] 18.0 [14.0, 20.0]

eTIV
mean (SD) 1390 (116) 1500 (139) 1700 (138)
median [min, max] 1390 [1120, 1720] 1460 [1310, 1780] 1660 [1460, 1990]

group
demented 23 (27.7%) 20 (66.7%) 13 (44.8%)
non-demented 50 (60.2%) 9 (30.0%) 13 (44.8%)
converted 10 (12.0%) 1 (3.3%) 3 (10.3%)

MMSE
mean (SD) 28.2 (2.49) 26.0 (3.85) 27.6 (2.78)
median [min, max] 29.0 [19.0, 30.0] 27.5 [17.0, 30.0] 28.0 [19.0, 30.0]

nWBV
mean (SD) 0.744 (0.0358) 0.724 (0.0443) 0.727 (0.0267)
median [min, max] 0.748 [0.662, 0.822] 0.713 [0.660, 0.837] 0.729 [0.674, 0.781]

SES
mean (SD) 2.53 (1.10) 3.33 (0.758) 1.52 (0.738)
median [min, max] 2.00 [1.00, 5.00] 3.50 [2.00, 4.00] 1.00 [1.00, 4.00]

sex
woman 83 (100%) 1 (3.3%) 0 (0%)
man 0 (0%) 29 (96.7%) 29 (100%)

Table S1
Descriptive statistics of the results of Spectral Clustering applied to the visit #1 subset.

Spectral Clustering applied to the 2nd visit subset
cluster 1 cluster 2 cluster 3
(N=18) (N=45) (N=74)

age
mean (SD) 74.9 (6.77) 77.5 (7.19) 77.9 (8.23)
median [min, max] 74.0 [65.0, 90.0] 78.0 [62.0, 92.0] 77.5 [62.0, 98.0]

ASF
mean (SD) 1.16 (0.0970) 1.10 (0.126) 1.27 (0.116)
median [min, max] 1.17 [1.00, 1.32] 1.08 [0.876, 1.34] 1.26 [1.02, 1.59]

CDR
mean (SD) 0.944 (0.338) 0.300 (0.360) 0.189 (0.348)
median [min, max] 1.00 [0.500, 2.00] 0.500 [0, 2.00] 0 [0, 2.00]

EDUC
mean (SD) 13.4 (2.43) 15.3 (3.07) 14.7 (2.86)
median [min, max] 13.0 [8.00, 18.0] 16.0 [6.00, 20.0] 15.0 [8.00, 23.0]

eTIV
mean (SD) 1530 (129) 1610 (185) 1390 (126)
median [min, max] 1510 [1330, 1760] 1630 [1310, 2000] 1390 [1110, 1710]

group
demented 18 (100%) 20 (44.4%) 17 (23.0%)
non-demented 0 (0%) 21 (46.7%) 49 (66.2%)
converted 0 (0%) 4 (8.9%) 8 (10.8%)

MMSE
mean (SD) 18.7 (2.54) 28.4 (1.69) 28.2 (2.14)
median [min, max] 19.0 [15.0, 23.0] 29.0 [24.0, 30.0] 29.0 [21.0, 30.0]

nWBV
mean (SD) 0.689 (0.0209) 0.725 (0.0379) 0.737 (0.0366)
median [min, max] 0.696 [0.646, 0.725] 0.720 [0.663, 0.827] 0.739 [0.652, 0.817]

SES
mean (SD) 2.94 (1.06) 2.33 (1.19) 2.47 (1.10)
median [min, max] 3.00 [1.00, 4.00] 2.00 [1.00, 4.00] 2.00 [1.00, 5.00]

sex
man 11 (61.1%) 45 (100%) 0 (0%)
woman 7 (38.9%) 0 (0%) 74 (100%)

Table S2
Descriptive statistics of the results of Spectral Clustering applied to the visit #2 subset.



Spectral Clustering applied to the 3rd visit subset
cluster 1 cluster 2 cluster 3
(N=4) (N=19) (N=32)

age
mean (SD) 78.5 (7.94) 80.2 (7.07) 78.9 (8.32)
median [min, max] 77.5 [71.0, 88.0] 81.0 [68.0, 93.0] 80.0 [64.0, 97.0]

ASF
mean (SD) 1.25 (0.0674) 1.04 (0.0646) 1.24 (0.0835)
median [min, max] 1.25 [1.19, 1.32] 1.03 [0.956, 1.17]

CDR
mean (SD) 0.750 (0.289) 0.237 (0.306) 0.156 (0.268)
median [min, max] 0.750 [0.500, 1.00] 0 [0, 1.00] 0 [0, 1.00]

EDUC
mean (SD) 10.0 (3.65) 16.6 (2.17) 14.4 (2.67)
median [min, max] 10.0 [6.00, 14.0] 16.0 [12.0, 20.0] 14.0 [11.0, 23.0]

eTIV
mean (SD) 1410 (76.1) 1700 (103) 1420 (92.1)
median [min, max] 1410 [1330, 1480] 1700 [1500, 1840] 1430 [1200, 1590]

group
demented 4 (100%) 5 (26.3%) 4 (12.5%)
non-demented 0 (0%) 12 (63.2%) 22 (68.8%)
converted 0 (0%) 2 (10.5%) 6 (18.8%)

MMSE
mean (SD) 19.8 (3.30) 28.3 (2.60) 29.1 (1.27)
median [min, max] 20.0 [16.0, 23.0] 29.0 [19.0, 30.0] 29.5 [25.0, 30.0]

nWBV
mean (SD) 0.693 (0.0155) 0.712 (0.0286) 0.731 (0.0394)
median [min, max] 0.689 [0.679, 0.713] 0.717 [0.666, 0.759] 0.733 [0.644, 0.801]

SES
mean (SD) 4.25 (0.500) 1.89 (1.05) 2.44 (1.01)
median [min, max] 4.00 [4.00, 5.00] 2.00 [1.00, 4.00] 2.00 [1.00, 4.00]

sex
man 2 (50.0%) 17 (89.5%) 6 (18.8%)
woman 2 (50.0%) 2 (10.5%) 26 (81.3%)

Table S3
Descriptive statistics of the results of Spectral Clustering applied to the visit #3 subset.

Spectral Clustering applied to the 4th visit subset
cluster 1 cluster 2 cluster 3
(N=5) (N=7) (N=2)

age
mean (SD) 80.0 (7.31) 77.0 (6.27) 88.0 (5.66)
median [min, max] 84.0 [68.0, 85.0] 74.0 [72.0, 89.0] 88.0 [84.0, 92.0]

ASF
mean (SD) 1.00 (0.0398) 1.23 (0.0633) 1.22 (0.0184)
median [min, max] 1.02 [0.961, 1.05] 1.22 [1.16, 1.31] 1.22 [1.21, 1.23]

CDR
mean (SD) 0.300 (0.447) 0.0714 (0.189) 0.250 (0.354)
median [min, max] 0 [0, 1.00] 0 [0, 0.500] 0.250 [0, 0.500]

EDUC
mean (SD) 16.6 (2.97) 12.7 (0.756) 15.0 (1.41)
median [min, max] 17.0 [12.0, 20.0] 13.0 [12.0, 14.0] 15.0 [14.0, 16.0]

eTIV
mean (SD) 1750 (69.6) 1430 (72.7) 1440 (21.2)
median [min, max] 1720 [1670, 1830] 1440 [1340, 1510] 1440 [1420, 1450]

group
demented 1 (20.0%) 1 (14.3%) 0 (0%)
non-demented 3 (60.0%) 6 (85.7%) 1 (50.0%)
converted 1 (20.0%) 0 (0%) 1 (50.0%)

MMSE
mean (SD) 25.0 (10.1) 29.0 (1.53) 28.5 (2.12)
median [min, max] 29.0 [7.00, 30.0] 30.0 [26.0, 30.0] 28.5 [27.0, 30.0]

nWBV
mean (SD) 0.714 (0.0300) 0.745 (0.0286) 0.690 (0.00849)
median [min, max] 0.704 [0.682, 0.755] 0.747 [0.706, 0.774] 0.690 [0.684, 0.696]

SES
mean (SD) 1.60 (0.894) 3.14 (0.900) 1.00 (0)
median [min, max] 1.00 [1.00, 3.00] 3.00 [2.00, 4.00]

sex
man 5 (100%) 2 (28.6%) 0 (0%)
woman 0 (0%) 5 (71.4%) 2 (100%)

Table S4
Descriptive statistics of the results of Spectral Clustering applied to the visit #4 subset.
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