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Abstract
The aim of this paper is to present a line of research focused on improving the knowledge represented in
natural language processing tasks through the use of ontologies, combining these with machine learning
techniques. It is expected that with this kind of techniques it will be possible to fight against phenomena
such as the hallucination present in current generative language models and to reach the state of the art
in different tasks taking into account semantic knowledge. Initially, we will try to solve the problem of
semantics in specific areas such as medicine, where the external knowledge that can be incorporated
would help to provide knowledge that does not exist in unstructured data such as all ICD-10 codes.
Therefore, we expect obtain enough conclusions to apply this methodology with other dominions.
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1. Research Justification

Transformer-based models have reached the state of the art in many natural language process-
ing (NLP) tasks. These models use an encoder-decoder architecture and add a self attention
mechanism that allows a probabilistic model to be generated based on a large training corpus
while retaining important information from large amounts of text [1]. The trend in recent years
to improve the state of the art is to create models with this architecture using more layers,
having more parameters to train and using larger corpora, as can be seen in cases such as
Generative Pretrained Transformers (GPT). [2]. Although these models reach the state of the
art, they are only probabilistic models that determine the response based on occurrences within
the training text, are not capable of reasoning and do not have common or domain-specific
knowledge, which leads to problems when certain knowledge is required to be taken into
account in NLP tasks, representing syntax well but failing from a semantic point of view. This
problem motivates research into methods for improving language models by incorporating
knowledge from different sources and even employing alternative architectures that take se-
mantic knowledge into account from their conception. The external knowledge used comes
from two main sources:
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1. Corpus that implicitly include the knowledge to be transmitted. In this case the knowledge
needed is not directly accessible, but it has the advantage of not requiring to prepare
the knowledge in a suitable format. Sometimes the information coming from corpora is
processed by creating a data structure typical of a knowledge base ([3]).

2. Knowledge bases that represent this knowledge explicitly, through databases. This knowl-
edge is usually represented through graphs, allowing a wide variety of heterogeneous
relationships between entities to be captured, and also great flexibility in representing
this knowledge. The preparation of the knowledge structure can be time-consuming
and computationally expensive. An incorrect representation of the knowledge means
dragging an error throughout the learning stage of machine learning models.

In addition to adding external knowledge to improve the efficiency of language models, new
architectures are also created taking this type of knowledge into account from their conception
[4].

In specific areas such as medicine or economics the use of pre-trained models together with
transfer learning allows high success rates, however, there are specific ontologies for these
areas and common knowledge ontologies that can be used to improve the state of the art [5].
NLP tasks that do not use machine learning achieve much lower accuracy, which leads to the
combined use of ontologies with deep language models and other models such as graph neural
networks, designed to act directly on the structure of a graph.

The aim of this project is the modelling of digital entities, allowing them to be processed by
machine learning algorithms, giving the models used semantic knowledge. The architecture
used in ontologies will provide the necessary richness to correctly represent these entities. The
integration with artificial intelligence models is the key point to be addressed.
Our intention is to use existing ontologies such as UMLS in the medical field or BabelNet

for common knowledge and try to integrate it with neural networks used in natural language
processing. If the interpretation of digital entities can be improved, it is hoped that this will
improve the state of the art and bring semantic interpretation to the models used.

It is worth mentioning that this thesis is at an early stage, so many modifications are expected
when it comes to tackling the problem of modelling digital entities, both in the way these
entities are represented and in their use with artificial intelligence models.

2. Related Work

Representing the knowledge in ontologies (mainly in the form of graphs) as embedding vectors
has been a line of research widely covered in the last decade. These techniques focus on creating
embedding vectors that represent the nodes and edges present in this knowledge base and allow
the inference of new relationships through these models. The trend of the latest models is to
represent complex spaces that allow to cover the existing relationships between nodes with a
lower computational cost, while improving the success rate when representing knowledge in
different benchmarks such as FB15K-237, WN18RR, YAGO3-10 [6]. The techniques used to cover
the representation of knowledge in the form of embedding are very varied, with translational
models [7] , tensor factorisation models [8], other deep learning models [9] and rule-based



models [10] standing out. The advantage of these models is that they allow knowledge to be
added to machine learning models based on knowledge graphs, which are extremely expressive
data structures.
Other studies try to represent knowledge from embedding vectors obtained directly from a

corpus, this is the case of the first embedding models for text such as Word2Vec [11] and GloVe
[12], being widely used by the scientific community today. In this case, the advantage of these
models is that they provide vectors that represent the interactions between words within a
specific document, without the need to start from a structured knowledge base.
Another approach is to represent text entities using the latent knowledge of pre-trained

language models such as BERT to obtain vectors in the same space as the language model.
The existing knowledge in the text can be extracted by other procedures such as the identifi-

cation of entities, determining the lexical or semantic dependence of each sentence, the causal
relationships between different sentences, etc [13].
In other cases, the vectors that include the knowledge to be represented come from an

ensemble of different models, being able to represent the knowledge from ontologies and
extracting the information from the text [14].

The techniques that use knowledge in machine learning models do not only consist of using
embedding vectors with this knowledge included, there is another branch of research focused
on training deep learning models taking into account the existing knowledge by designing the
loss function for this purpose [15].
Some of the architectures try to incorporate knowledge from the training phase of the

language model, in the case of [16] a BERT-type architecture is used where whole entities and
phrases are masked as well as randomly masked words in order for the model to learn the
existing relationships between the different elements. [4] modifies the BERT architecture, using
another encoder where an embedding generated by TransE [7] is processed for each entity of
the ontology used, representing the entity of a knowledge graph, this encoder is used after the
characteristic encoder of BERT, which processes the tokens of each sentence.

3. Hypothesis and Objectives

The hypothesis behind this line of research is that language models that only take into account
the probability that a series of words appear in sequence, do not correctly capture semantic
knowledge, and that semantic knowledge must be provided through well-structured knowledge
that represents the semantic relationships between different entities, i.e. modelled entities.
The aim of this research is to take advantage of the knowledge of specific ontologies to

increase the accuracy of language models, and provide more semantic knowledge to models that
reach the state of the art, thus avoiding mistakes in different natural language processing tasks.
Among the different tasks involved in this general objective we can consider the following:

1. Understanding the different ontologies to be used and the semantic relationships between
the entities represented in these ontologies.

2. Extraction of the existing knowledge in these ontologies directly through embedding
vectors or indirectly by representing this knowledge with logical rules during the training



of the model.

3. Experiment with deep neural network architectures in order to adapt semantic knowledge
extracted from specific ontologies.

4. Document a general methodology for incorporating ontological knowledge into language
models.

The use of external knowledge on language models will not only improve the results obtained
from the point of view of knowledge and accuracy. It allows new lines of research where is not
necessary to retrain the models from scratch, this being one of the current problems in virtual
assistants based on GPT-3.
Having up-to-date knowledge at all times in this kind of models is expected to be useful to

perform more complex tasks within NLP such as Fact Checking through different sources.

4. Methodology

Among the different techniques being considered to achieve the proposed objectives are the
following:

• Integration of ontologies with language models, using embedding vectors obtained with
graph neural networks or other machine learning techniques that manage to correctly
represent the knowledge of the ontologies in the vector space of the language models.

• Modification and creation of language model architectures that allow the incorporation of
semantic knowledge, being able to represent relations of hierarchy, antonymy, synonymy,
etc. that enrich the model semantically.

• Use and integration of latent logic rules in the sources used to train language models to
capture semantic knowledge (lexical and semantic trees, causality relations, etc).

For the first step, inserting domain-specific knowledge into generative language models, we
are working with The Unified Medical Language System (UMLS) [5] as an ontology for the
different biomedical terms and we intend to use a language model specific to the biomedical field
such as BioBERT [17]. We will start with simple NLP tasks such as named entity recognition,
word sense disambiguation or semantic role labelling. The aim is to build a knowledge graph
suitable for the task based on information from UMLS.
The next step will be to test the transmission of semantic knowledge to generative lan-

guage models with more complex tasks that require encoder-decoder architecture such as text
generation.

Finally, it is proposed to carry out this task with common knowledge and larger models such
as RoBERTa, making the appropriate modifications to try to represent the knowledge well. In
this case, the use of common knowledge ontologies such as BabelNet is proposed [18].
The use of graph neural networks to process large graphs is discarded due to the high

computational cost involved. This problem could be solved by limiting the knowledge graphs
used to small instances for each particular step and relying on the latent knowledge of language
models. [19].



5. Conclusions and Future Work

This publication indicates the research framework in which my thesis will be developed after
studying the state of the art in the use of knowledge for the improvement of different tasks
within the field of natural language processing.

The first objective will be to improve knowledge representation and state of the art in specific
fields of language processing such as Biomedicine, where providing this knowledge requires
less computational resources, and subsequently extrapolate these results to common knowledge,
using ontologies and larger models.
The semantic improvement in language models is expected to allow better automation of

tasks involving the use of natural language processing, as well as better use for knowledge
inference and classification. A language model that correctly interprets semantics will allow the
creation of virtual assistants that provide truthful, logical and less biased information derived
from solely probabilistic models.
As future work, we hope that the results of this research will serve to contrast the veracity

of different texts based on semantic knowledge in different information sources, being able to
carry out a Fact Checking task to combat misinformation in different media.
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